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evelopment of an automatic solid phase extraction and liquid chromatography
ass spectrometry method by using a monolithic column for the analysis of

yclosporin A in human plasma

ovadonga Alvareza, Irving W. Wainerb,∗
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a b s t r a c t

A sensitive and specific and automated liquid chromatography–electrospray mass spectrometric (LC–ESI-
MS) assay for the quantification of Cyclosporin A in human plasma was developed. Following a simple
protein precipitation step, the supernatant was extracted on-line and directly injected into the system
LC–ESI-MS. A relatively new type of monolithic column consisting of a silica rod with bimodal pore
vailable online 2 April 2009

eywords:
yclosporin A
onolithic columns

C–ESI-MS

structure was used to achieve a retention time of 2.4 min with a very low backpressure at a flow rate of
1 ml/min. The assay was linear from 0.050 to 1.000 �g/ml. The mean recovery was 91%. The mean inter-
day and intra-day precisions were 1.85% and 2.83%, respectively. The combination of the automated solid
phase extraction and the low retention time achieved with this columns increase the throughput and
decrease the time of analysis of each sample. This technology is useful in order to improve the efficiency

es.
of the bioanalytical studi

. Introduction

Monolithic materials for the use in HPLC are one of the tools for
ioanalysis [1,2]. Different monolithic-type HPLC columns based on
ilica for fast separation have developed achieving speed, sensitivity
nd selectivity with low backpressure.

The use of the Merck Chromolith columns is described in this
aper. These columns are prepared according to a sol–gel process,
hich is based on the hydrolysis and polycondensation of alkoxysi-

anes in the presence of water-soluble polymers [3,4].
The method leads to rods made of one piece of porous silica with

defined porous structure. The main feature of silica rods columns
s a higher total porosity, about 15% higher than for conventional
articulate HPLC columns. The column pressure drop is therefore
uch lower, allowing to operate at higher flow rates including flow

radients. Consequently, the high speed and good separation can
e achieved at the same time using this type of monolithic column.
he important feature of this is its relevance in high-throughput
ioanalysis [5]. The method described has been used to screen

ver 4000 compounds thus far and has met the sensitivity and
eproducibility criteria on over 97% of the compounds tested. The
dvantage of this method is that development time is no longer
eeded to investigate new drug candidates, and little, if any, sam-

∗ Corresponding author. Tel.: +1 410 558 8498; fax: +1 410 558 8409.
E-mail address: wainerir@grc.nia.nih.gov (I.W. Wainer).

039-9140/$ – see front matter. Published by Elsevier B.V.
oi:10.1016/j.talanta.2009.03.054
Published by Elsevier B.V.

ple preparation time is required. The result is increased productivity
through higher sample throughput.

As a direct result of the short analysis times offered by
these monolithic columns, sample preparation has become the
rate-limiting step. Much effort has also been devoted in order
to automate the sample preparation step [6]. Another possible
approach to overcome the problem of high pressure associated with
small particles is to fabricate a column made of one piece of a porous
solid with small-sized skeletons and relatively large through-pores
which could provide both low pressure drop and high column effi-
ciency. The skeletons can be meso-porous or microporous to have
double-pore structures, or even nonporous. The most important
features are high mechanical stability of beds and the freedom in
the ratio of through-pore size to skeleton size. Several examples of
such monolithic columns made of an organic polymer have been
reported recently.

The Cyclosporin A (CsA) (Fig. 1) has been used widely as an
autoimmune drug in organ transplantation, treatment of autoim-
mune disorders and psoriasis [7]. The analysis of CsA in biological
samples by high-performance liquid chromatography has been
reported before [8–10]. The most sensitive method was achieved
by coupling liquid chromatography to mass spectrometry (LC-MS)

[11] or tandem mass spectrometry (LC-MS-MS) [12].

A first side-by-side comparison of the two main types of
commercially available monolithic nano-LC column used in
reversed-phase liquid chromatography by using them to analyze
a real-life proteomics sample (A. thaliana chloroplast) has been
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Fig. 1. Chemical structure of Cyclosporin A.

tudied [14]. Superior separations were difficult to achieve on PS-
VB when strict MS-targeted conditions were adhered to (i.e. no
dditional ion-pairing agents were permitted in the mobile phase).
n such cases, the conclusion was that nano-LC columns made from

onolithic silica outperform those made from polystyrene in terms
f separation efficiency and number of peptides collected. In addi-
ion, the higher permeability of the monolith allowed higher flow
ates to be used, which enabled an increase in the information
hroughput. This should be of particular interest to those who wish
o couple RP–HPLC with separation methods without sacrificing
nalytical throughput.

The aim of this work was to develop a new LC-MS method for
sA determination in human plasma by using the monolithic-type
olumns (Chromolith Performance) in combination with an auto-
atic solid phase extraction (SPE) system in order to approach for

ptimizing its extraction and quantitation, after oral administra-
ion, achieving fast separation and high throughput.

. Experimental

.1. Chemicals

HPLC grade acetonitrile was purchased from Fisher Scientific
Fairlawn, NJ, USA). Ultra-pure water was obtained from Mili-Q

ater purification system (Millipore, Milford, MA, USA). Analytical

rade ammonium acetate was obtained from J.T. Baker (Phillips-
urg, NJ, USA). CsA was purchased from Sigma–Aldrich (St. Louis,
O, USA). Blank human plasma (Sodium heparin as anticoagulant)
as used to prepare calibration and quality control samples (Valley
iomedical).
ta 79 (2009) 280–283 281

2.2. Instrument

The HPLC equipment consisted of an HP 1100 Series with a
ChemStation (Hewlett Packard, Waldbronn, Germany) with elec-
trospray, positive mode (API–ES). The separation column was
Chromolith Performance RP-18e (10 mm×4.6 mm) from Merck
(Merck KgaA, Darmstadt, Germany) was eluted by 90% acetoni-
trile/10% ammonium acetate buffer pH 5.1 with a flow rate of
1 ml/min. The injection volume was 50 �l and the column temper-
ature was maintained at 43 ◦C.

The LC–API–ES-MS conditions were set as follows: the fragmen-
tor voltage was 250 V, the nitrogen gas flow was maintained at
11 l/min, the nebulizer pressure was set up at 40 psig, the positive
capillary voltage was 3500 V and the drying gas temperature was
350 ◦C. The quantification is based on the total peak area of the CsA
in SIM chromatogram.

2.3. Automatic sample preparation

The extractions were performed in an automatic Gilson ASPEC
XL (West Beltline, Hwy, USA). The system is designed for the
automation and optimization of SPE in order to provide a more effi-
cient sample preparation. In addition the system is fitted with an
injection valve for performing SPE with on-line injection onto the
system.

Plasma samples (500 �l) were loaded onto the extraction car-
tridges (Oasis HLB, Waters Corporation, Milford, MA, USA), which
had been preconditioned sequentially using 500 �l of methanol and
500 �l of water. The cartridge was then washed using 500 �l of
water followed by elution with 500 �l of methanol with 2% of HCl.
The eluted samples were directly injected into the LC–API–ES-MS
system.

2.4. Methods

2.4.1. Optimization of LC–API–ES-MS experimental conditions
In order to set up the optimized conditions, the following param-

eters were tuned: the fragmentor voltage (50–250 V), the capillary
voltage (1000–4000 V), the nebulizer pressure (40–60 psig) and the
drying temperature (200–350 ◦C).

2.4.2. Calibration curve
The determination of CsA was based on the external standard

method. Five point calibration curves (triplicate injections) were
created at 0.05, 0.125, 0.250, 0.500 and 1.000 �g/ml.

2.4.3. Recovery, precision and accuracy
The recoveries were determined by comparing the peak areas

of plasma premixed with a known amount of CsA with that of an
equivalent amount of standard CsA dissolved in pure methanol.
For intra-day precision, spiked plasma samples with three differ-
ent concentrations (0.050, 0.250 and 1.000 �g/ml) were analyzed.
For the inter-day precision, the above samples were analyzed on
three subsequent days.

Accuracy was measured using CsA standard samples (0.050,
0.125, 0.250, 0.500 and 1.000 �g/ml) and calculated as the deviation
from the theoretical values.

3. Results and discussion

3.1. Optimization of the LC–API–ES-MS conditions
In order to measure the concentration of CsA in plasma with
high sensitivity the API–ES interface parameters including the frag-
mentor voltage, the positive capillary voltage and the drying gas
temperature were tested.
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Table 1
Accuracy of the LC–ESI-MS method (n = 3).

Theoretical
concentration
(�g/ml)

Measured
concentration
(�g/ml)

C.V. (%) Accuracy (%) Deviation (%)

0.050 0.046 4.70 91.86 −8.14
0.125 0.124 2.07 99.88 −0.12

T
R

C
(

0
0
1

ig. 2. Chromatographic profile of Cyclosporin A (CsA) after optimization of the
hromatographic system.

The fragmentor was set up at 250 V. The positive capillary volt-
ge was raised at 3500 V, and the optimal conditions for the drying
as temperature was approached at 350 ◦C.

With the optimal conditions the peak quality is shown in Fig. 2.
s can be seen in Fig. 2 the retention time obtained is ≈2.4 min,
ue to the high porosity of the monolithic silica rod columns
hich posses a higher total porosity, allowing the use of a high
ow rate achieving a low backpressure. The decrease on reten-
ion time is evident in comparison with previous studies. Salm
t al. [13] obtained a retention time of 17 min for CsA by using a
0 �m Bondepak C18 column (3.9 mm×300 mm I.D., 10 �m parti-
le sizes, Waters, Milford, USA). The mobile phase was a mixture of
cetonitrile–methanol–deionized water (55:15:30) (v/v/v). The use
f other type of particulate column (phenyl type) is also described
n the bibliography for CsA samples [10] achieving a retention time
f 8 min.

.2. Linearity, accuracy and recovery of the LC–API–ES-MS
ethod

The LOD, defined as the minimum analyte concentration that
roduced an instrumental signal significantly different from that
f the blank, was calculated in accordance with the IUPAC’s cri-
erion, i.e. as the analyte concentration giving a signal exceeding
hat of the blank (yB) by 3 times its standard deviation (SB). The
OQ, defined as the minimum analyte concentration needed to
nsure precise quantitative measurements, was determined sim-
larly, using 10 times the standard deviation for the blank instead.
hus, LOD and LOQ were calculated from the following expression:

OD(LOQ) = yB + 3(10)SB

b

here b is the slope of the calibration curve. The limit of detection
LOD) and the limit of quantification (LOQ) for the CsA in plasma
ere 0.0004 and 0.015 �g/ml, respectively.

The standard curve was created between 0.050 and
.000 �g/ml with a typical correlation coefficient of 0.9989

able 2
ecovery (%) of CsA (n = 3) from human plasma and precision of the LC–ESI-MS method.

oncentration
�g/ml)

Recovery
(%± SD)

Precisio

Intra-d

.050 94.58±2.48 (1.68, 1

.125 92.37±6.46 (2.06, 2

.000 92.39±4.73 (1.93, 1
Mean a
1.84
0.250 0.259 1.92 103.86 +3.86
0.500 0.497 3.60 99.43 −0.57
1.000 1.092 4.30 109.18 +9.18

(A =−5399.16 + 6511.32×C), where A achieves the absorbance
obtained and C de-concentration achieved expressed in �g/ml.
The peak area increased also linearly over the range from 0.015 to
5.000 �g/ml (correlation coefficient 0.99). Detailed accuracy data
obtained by the analysis of a set of spiked plasma samples are
listed in Table 1. The coefficient of variance (C.V.) was less than
3% over the whole analytical range and the deviations were less
than 10%. Detailed precision data obtained by the analysis of a set
of spiked plasma samples are listed in Table 2. The coefficients of
variance for both, intra-day and inter-day data were less than 3%
over the whole analytical range.

When CsA was added to blank plasma, over 90% was recovered
with the 2% HCl methanol extraction in the automatized ASPEC XL
system and analyzed by the optimized procedure (Table 2).

Table 2 shows the inter-day and intra-day precisions which were
less than 3% for 0.050, 0.125 and 1.000 �g/ml samples.

The previous results show that the developed method has a
good accuracy, recovery and precision, than other existing meth-
ods described before [15], but with the main advantage of the
increased throughput due to the monolithic column which allows
the decrease on the retention time (2.4 min) in comparison with
other methods described before [10,11] and the automated SPE sys-
tem in a sequential input. This input consists in a total extraction
time of 6 min, while the LC-MS system is analyzing the previous
sample. This total and real time of 6 min/sample allows the system
to analyze 10 samples/h. At this point the blood samples under this
study were analyzed following this possibility.

Other methods have been described in literature with the simi-
lar purpose [16]. It has been shown that the use of short monolithic
silica columns coupled to mass spectrometry provides reduced ana-
lytical run times for the purpose of metabolite identification from
different samples compared to conventional analytical chromatog-
raphy, with no loss in chromatographic performance.

3.3. Application of the new method

Previous studies have shown that the absorption of oral CsA
was shown to be slow and incomplete [17]. Peak blood CsA con-

centrations occurred between 1 and 8 h after dosing. The peak
blood concentration ranged from 0.165 to 3.431 �g/ml. Therefore
our method is perfectly up to be used in pharmacokinetic studies
after oral administration of CsA. This is the beginning for further
studies that will be developed in the future.

n (C.V. %)

ay (average) Inter-day (average)

.69, 1.73) 1.70 (2.62, 2.59, 2.64) 2.62
.10, 2.06) 2.07 (3.10, 2.97, 3.21) 3.09
.79, 1.80) 1.80 (2.86, 2.97, 2,60) 2.80
verage (C.V. %)

2.81
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. Conclusions

The results shown in this report describe a simple and sensi-
le analytical method for the CsA in biological samples after oral
dministration. The monolithic-type column Chromolith decreased
he retention time of the CsA from 12 min with phenyl columns [10]
nto 2.4 min, and in combination with the highly automated nature
f the method significantly improved the sample analysis through-
ut (6 min/sample). The LC–API–ES-MS method can detect samples

n the range of 0.015–5.000 �g/ml with linear response.

dded in proof

Salm et al. [18] have recently reported an lc-ms assay for CsA
ith a run time of 1.5 min per sample.
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trategies for the identification of urinary calculus by laser induced
reakdown spectroscopy
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a b s t r a c t

The present work studies two different strategies to identify urinary calculus. On one hand, (linear or
parametric and rank or non-parametric) correlation methods using a �-LIBS system are studied. On the
other hand, elemental ratios of reference materials are determined by using a higher-energy laser and
ccepted 27 March 2009
vailable online 5 April 2009
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an Echelle spectrograph with an ICCD camera, although without microscope. A data-treatment method
was applied for each system and real samples of kidney stones – previously analyzed by IR spectroscopy
– were used for reliable evaluation of two identification strategies.

© 2009 Elsevier B.V. All rights reserved.
rinary calculus
dentification

. Introduction

Stone formation in urinary tracts or kidney is known as urolithi-
sis. About 4% of Spanish women and men develop a kidney stone at
ome time in their life—an increasing prevalence in both sexes. Its
ncidence rate is 0.27% in Spain; therefore, there are 1.7 millions of
nhabitants suffering from kidney-stone disease and 100,000 new
ases appear every year [1].

Approximately 75% of these stones are usually composed of cal-
ium sales (50% of these stones are calcium oxalate, CaOx) and
0–20% are composed of uric acid (UA). In Zaragoza (Spain), an
pidemiology study showed that 40% of stones are composed of
alcium oxalate (CaOx), 30.6% of calcium oxalate and calcium phos-
hate (CaP) mix, 21.7% of uric acid, 0.9% of magnesium ammonium
hosphate (MgP), 0.9% of cystine and 5.9% of others (sodium urate,
alcium carbonate, etc.)

Therapy to prevent calculi recurrence requires estimating the
omposition of urinary calculi. Traditional wet chemistry tech-
iques, X-ray diffraction and infrared (IR) spectroscopy are the
urrent analytical methods [2]. These techniques include some
isadvantages; for instance, wet chemical analysis requires large
ample amounts, while X-ray diffraction cannot detect amorphous

amples. IR spectroscopy has been applied within clinical chem-
stry but often provides complex spectra with contributions from
sizeable number of unknown interfering substances [2]. IR spec-

roscopy has often been combined with complex software such as

∗ Corresponding author. Tel.: +34 976762684; fax: +34 976761292.
E-mail address: janzano@unizar.es (J. Anzano).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.065
multivariate calibration methods. Thus, Fourier transform infrared
spectroscopy (FT-IR) has been used to perform a computerized
search in several libraries and partial least-squares (PLS) regres-
sion has been tested for the most frequent urinary compositions.
However, these techniques require several steps of data prepro-
cessing [3]. To minimize data treatment, artificial neural network
models for detecting the most frequent stone compositions have
been studied [4] and a single reflection accessory for FT-IR and neu-
ral network algorithm interpretation has been developed; however,
visual inspection of spectra is still necessary [2].

Laser induced breakdown spectroscopy (LIBS) or Laser induced
plasma spectrometry (LIPS) has been used for clinical analysis [5–8].
LIBS’ advantages for clinical analysis are: sample treatment is not
necessary and little amount of sample is used; this technique is
not destructive and, therefore, the sample may be re-analyzed by
means of other techniques; and it is very fast and the sample can
be studied by using microscope when the �-LIBS system is used.

LIBS has been used to identify organic compounds by means of
different strategies: (i) correlating the LIBS spectrum of unknown
compounds with library spectra [9,10], (ii) determining the ratios of
different emission lines and molecular bands [11–16], and (iii) using
artificial neural networks [17]. The parametric and non-parametric
correlation method involves studying multiple emission lines and
molecular bands. However, methods working with determining
ratios almost exclusively consist of a few lines and bands.
Although limitations for identification exist – due to the loss of
molecular information in plasma – the technique achieves excel-
lent potential for online, real-time analysis. Nd:YAG laser has been
used for other applications due to its simplicity, easy operation,
high efficiency, low cost and suitability. Previous papers [9,10] have
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Fig. 1. Kidne

hown that simple statistical correlation methods – such as linear
nd rank correlations – can be successfully applied for the identi-
cation of solid and particulate materials. Other papers prove the
pplication of the LIBS technique for elemental analysis of renal
alculus with concentrations of majority elements both in percent-
ges (Ca and Mg) and ppm (Na, K, Sr, etc.) [19], and for analysis
f the spatial distribution of these elements [20] in renal calculus.
owever, results on the different elements are only at quantita-

ive level and these works do not clearly study the application
f LIBS for renal-calculus identification. These papers reveal that
IBS offers a suitable method to obtain quantitative information
19,20] on spatial distribution [20] of elements in the different
inds of stones found in the human body, without destroying the
tones.

Two different strategies and instruments are studied in the
resent work. On one hand, (linear or parametric and rank or non-
arametric) correlation methods using a �-LIBS system are studied.

n the other hand, elemental ratios of reference materials are deter-
ined by using a higher-energy laser and an Echelle spectrograph
ith an ICCD camera, although without microscope.

The aim of the first strategy is identifying urinary calculus by
eans of a �-LIBS by using a spectrum library, and linear and rank
es analyzed.

correlation. This method involves studying all emission lines and
molecular bands appearing in spectra from 200 to 850 nm. The
objective in the second strategy is to identify kidney stones by deter-
mining intensity ratios from elemental lines and measuring ratios
of several elements such as C, Ca, H, Mg, N, O and P.

2. Experimental

2.1. Reactives and samples

The library was prepared from the most frequent composition of
urinary calculi by using calcium oxalate, calcium phosphate, cystine
(Scharlau, extra pure), uric acid (Panreac, PRS) and mixes (calcium
phosphate and magnesium phosphate 1:1, calcium oxalate and
calcium phosphate 1:1) as reference materials. A pellet of each com-
pound and mix was prepared. Standards (0.50–0.75 g) were mixed
with a mortar and pressed at 105 N for 5 min.
Real samples of kidney stones provided by the University Hospi-
tal of Zaragoza were analyzed. Some samples were broken open to
analyze their interior part, since stone core may differ from stone
exterior; stone core is the reason for the occurrence of urinary cal-
culus. Photographs of the most frequent stones are shown in Fig. 1.
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Fig. 2. �

ll real samples of kidney stones were previously analyzed by IR
pectroscopy.

.2. Instrumental setup

.2.1. Strategy A: correlation methods
The equipment consisted of a Nd:YAG laser (Quantel, model

ltra CFR) coupled to a microscope; a 30× focalization lens was
sed. Pulse energy was approximately 9 mJ. Both laser and spec-
rometer are synchronized by a trigger pulse from a home-made
ompact pulse generator. Radiation from the laser spark is collected
ith a bifurcated optical fiber connected to a dual-channel Ocean-
ptics mini spectrometer (SD2000, Ocean Optics Inc., Dunedin,
L, USA). Plasma was collected in non-collinear mode. The �-LIBS
ystem used is shown in Fig. 2. The position of the collimat-
ng lens (74-UV Ocean Optics, it has an f/2 fused silica lens for
00–2000 nm, 5-mm diameter, 10-mm focal length) was adjusted
or maximum light collection. The spectrometer has the follow-

ng characteristics: channel one (slave), 230–310 nm spectral range,
600 mm−1 holographic grating, 25 mm slit, 0.3 nm spectral res-
lution, 2048 pixel linear CCD array; and channel two (master),
00–850 nm spectral range, 600 mm−1 grating blazed at 400 nm,
5 mm slit, 1.3 nm spectral resolution, 2048 pixel linear CCD array.

Fig. 3. Methodological scheme u
system.

Spectrometer is driven from a laptop computer (hp invent, Omni-
book XE3) via a DAQCard—700 interface (National Instruments,
USA).

2.2.2. Strategy B: ratios method
The remainder instrumentation used consisted of a Nd:YAG

laser, an xyz stage carrying the sample (Standa 011957), a spectro-
graph and an intensified charged coupled device (ICCD) detector.
A Nd:YAG laser (Brilliant Quantel, Q-Switched) with a 115 mJ laser
pulse energy at the second harmonic of 532 nm, a 4.4 ns pulse dura-
tion and 0.7 Hz repetition frequency was used with a 90-mm focal
length lens. Plasma light was collected and transported to spectro-
graph by lens and optical fiber (fused silica, 50-�m core diameter).
An external collector/collimator was used as collected lens; its posi-
tion was adjusted at 200 mm by a diode laser (Andor, HE-OPI-0009).
An Echelle spectrograph (Andor Mechelle ME5000, 195-mm focal
length, F/7, �/�� 5000, spectral range from 200 to 975 nm) was cou-
pled to an ICCD detector (Andor iStar DH734, 1024×1024-pixels,
sing correlation methods.

time was 0.011 s). This system was calibrated by a Hg:Ar lamp
(Ocean Optics, HG-1, Hg–Ar lines 253–922 nm). MCP gain was fixed
at 180. A 1-�s measurement gate delay time and a 1-�s integration
time were used.
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Fig. 4. LIBS spectra of reference materials used for the library:

.2.3. Methodology with strategy A
Optimization was carried out by means of collector-lens adjust-

ent by using a diode laser and microscope diaphragm width
aximizing the signal value. Delay time could not be modified due

o the home trigger used; therefore, delay time was fixed.
The spectra library was prepared with pure compounds and

ixes (CaOx, CaP, MgP, UA, CY and CaP MgP mix). Five repli-
ates were analyzed for each compound and spectra average was
ntroduced as reference spectrum. Samples were analyzed at five
ifferent points. A methodology scheme for this strategy is shown

n Fig. 3. If a metal (Ca, Mg or Na) is not present in the LIBS spec-
ra, the sample may be UA or CY and is identified by its correlation
oefficient. If a metal (Ca, Mg or Na) is present and its emission
ines predominate in the spectrum (weak emission lines are not

ndicative), there are three possibilities, if this metal is (a) calcium
its emission lines are: 317.82, 393.26, 370.83, 373.6, 393.26, 396.69,
30.18, 443.41, 445.45, 526.52 and 559.91 nm), then the sample may
e CaOx or CaP and correlation methods must be applied; (b) mag-
esium (its emission lines are: 279.69, 285.36, 293.50, 382.93 and
Y, (B) UA, (C) CaP, (D) MgP, (E) CaOx and (F) CaP and MgP mix.

518.30 nm), the sample may be MgP; and (c) sodium (its emission
lines are: 589 and 820.36 nm), the sample may be sodium urate. Lin-
ear (parametric) and non-parametric (rank) correlation methods
were applied in this LIBS system for correct compound identifi-
cation, independently from the previously explained methodology,
which is only used as a first indicator. Besides, two spectral windows
(200–400 and 200–850 nm) with the same resolution were studied
due to interferences (atmospheric nitrogen and oxygen) appearing
at high wavelengths.

Simple application software was designed for data treatment. It
calculates average spectrum, stores the spectra library and calcu-
lates both linear and rank correlation coefficients.

2.2.4. Methodology with strategy B

Delay time was optimized. In this optimization carbon

(247.9 nm) and hydrogen (656.2 nm) lines were studied depending
on signal/noise value.

The second strategy consists on calculating C:Ca:H:Mg:N:O:P
ratios in reference samples and thus the critical values of these
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Table 1
Emission lines and bands using �-LIBS.

Wavelength (nm)

Calcium 316.06 (w,II); 317.82 (m,II); 370.83 (w,II); 373.6 (w,II); 393.26 (s,II); 396.69 (s,II); 430.18 (w,I); 443.41 (w,I); 445.45 (w,II); 526.52 (w,I); 559.91 (w,I)
Carbon 247 (w,I)
Swan band (C2) 467 (m,II), 517 (s,II); 550 (m,II)
CN band 388 (s)
Hydrogen 656.4 (s,alpha-hydrogen)
Magnesium 279.69 (m,I,II); 285.36 (w,I); 293.50 (w,I,II); 382.93 (s,I); 518.30 (s,I)
Nitrogen 500 (s,II); 746.8 (w,I)
Oxygen 777 (w,triplet)
Sodium 588–589 (s,doublet)

w: weak; m: medium; s: strong.

ple #

r
T
r
a

Fig. 5. Sam
atios may be assigned to identify the composition of kidney stones.
hirty determinations were carried out for each reference and
eal sample, each determination being the average of thirty shots
nd discrepancy values are evaluated by the simple Grubbs’ test

Fig. 6. Sample #
1 spectra.
2 spectra.

(p = 0.05). A simple application was designed for data treatment;
this software application allows getting to know the intensity value
in both emission lines and molecular bands. In addition, it auto-
matically calculates all ratios, their average in 10 shots, standard
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Fig. 7. Sam

eviation and %RSD, while all ratios are checked by means of the
imple Grubbs’ test. Selected emission lines were under the fol-
owing experimental conditions: calcium at 318.0 nm, carbon at
47.9 nm, hydrogen at 656.2 nm, magnesium at 383.8 nm, nitrogen
t 744.4 nm, oxygen at 777.4 nm and phosphor at 253.6 nm; these

ines are free from spectral interference. Echelle spectrograph
llowed us getting a signal-ratio-free sample matrix, laser and
etector fluctuations, since this spectrograph is able to show high
pectral windows (from 200 to 975 nm) with very high resolution

Fig. 8. Sample #
3 spectra.

(0.1 ´̊A), detecting all elements and bands simultaneously without
overlapping.

Calculated ratios were: (i) H/C ratio is the most important ratio
since it allows identifying [11] and differentiating [15] organic com-
pounds; both uric acid and cystine are identified by this ratio, and

it also may be used to identify calcium oxalate; (ii) O/N ratio under
atmospheric conditions: not very useful in this study; (iii) Ca/C ratio
indicates calcium sales, differentiating between calcium oxalate
and calcium phosphate, since CaP values must be higher than CaOx

4 spectra.
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at 1000 ns.
Now C:Ca:H:Mg:N:O:P ratios of reference samples are calculated

by using chemical standards. These values are used for calculat-
ing the critical values of these ratios, which shall in turn be used
58 J. Anzano, R.-J. Lasheras

alues; (iv) Mg/C ratio indicates magnesium sales, whenever this
alue is high; (v) Ca/H ratio identifies calcium sales and differen-
iates between them; (vi) Mg/H ratio identifies magnesium sales;
nd (vi) P/(P + C) ratio indicates the presence of phosphates, thus,
eing possible to differentiate between calcium oxalates and cal-
ium phosphate.

. Results and discussion

.1. Strategy A: �-LIBS system with compact detector (CCD) and
orrelation method

The crater diameter used by �-LIBS was approximately 0.18 mm
nd irradiance was 7.1×109 W cm−2. In spite of the low laser energy
ulse used, high irradiance was obtained in this system due to
ocalization by means of a microscope.

The LIBS spectra used as reference to prepare the library are
hown in Fig. 4. Cystine and uric acid spectra (Fig 4A and B, respec-
ively) are very similar. The most important emission lines for both
ompounds are: one strong line appears approximately at 500 nm
maybe atmospheric nitrogen N II [10,18]); alpha-hydrogen (H�) at
56 nm and oxygen (O I) at 777 nm. The molecular bands found are:
arbon Swan bands from carbon dimmer (C2) at 517 and 550 nm and
N bands at 388 nm. Average spectra of cystine and uric acid were

ntroduced as reference in the LIBS library. The spectrum of CaOx
Fig. 4C) shows the main emission lines of calcium at 317.82; 373.6;
93.26 and 396.69 nm; and some other weak lines at 430.18, 443.41,
45.45, 526.53 and 559.23 nm. Emission lines of N II (500 nm), O I
777 nm) and H� (656.3 nm) are also shown. Magnesium lines from

gP (Fig. 4D) were found at 279.69, 285.36, 293.50, 383.27 and
17.97 nm. The CaP spectrum (Fig. 4E) looks like CaOx, although
wan bands appear at 517 and 550 nm in the CaOx spectrum. In
able 1 the emission lines and bands are indicated.

All average spectra were introduced in the spectra library
nd, subsequently, real samples were analyzed. The previously
xplained methodology was applied and its linear and rank corre-
ation coefficients were calculated by using two spectral windows:
a) from 200 to 400 nm, and (b) from 200 to 800 nm. Atmospheric
nterferences (N II and O II) may be eliminated by using a width

indow.
Samples were analyzed by IR spectroscopy. The first real sam-

le spectra (M1) show the presence of calcium as majority element
nd a weak presence of magnesium (Fig. 5). This sample may then
e CaOx and/or CaP, although this stone may be composed of a

ittle amount of MgP. Linear correlation coefficients calculated for
he narrowest spectral window indicate that sample composition
s CaOx (r = 0.9632, 0.9929, 0.9858, 0.9703, 0.9100 and 0.9732). The
ank correlation coefficient is not as accurate as the linear correla-
ion one.

The second real sample spectra (M2) show the absence of cal-
ium and magnesium and the sodium line is weak (Fig. 6); only
alcium and sodium traces were present in some spectrum. There-
ore, this sample may be UA or CY. The linear correlation coefficient
oints to CY (0.977, 0.9273, 0.9937 and 0.9718) using the width spec-
ral window. Worse results were again obtained by using all spectral
ata and rank correlation.

In the third sample spectra (M3) calcium and magnesium lines
ppear (Fig. 7). Then, correlation coefficients must be calculated.
hese coefficients point to a CaP and MgP mix. Finally, the last
ample spectra (M4) do not present calcium and magnesium lines
Fig. 8), although calcium is detected on external surface, due to

recipitation of calcium sales on the original stone. In this case,

t is important to identify the composition of stone internal-core
ecause kidney-stone formation is due to this compound. Then, this
ore may be UA or CY, the linear coefficient (200–400 nm) pointing
o UA (r = 0.9925).
nta 79 (2009) 352–360

3.2. Strategy B: Echelle spectrograph and ratio method

The crater diameter used in this second experimental design was
0.4 mm; thus, irradiance was 5.2×109 W cm−2. It was lower than
the �-LIBS system, despite laser energy was thirteen times higher
and pulse duration was reduced to a half in this second system. This
was due to the focalization system of the microscope in the �-LIBS
system.

Signal/noise (S/N) value was studied for delay-time optimiza-
tion, and carbon and hydrogen emission lines were analyzed. Delay
time was optimized between 100 and 2000 ns by using the carbon
and hydrogen lines at 247 and 656 nm, respectively. S/N variations
depending on delay time are shown in Fig. 9A and B for carbon and
hydrogen line, respectively. A high intensity value for carbon can be
observed at 247.9 nm (Fig. 9A) at low delay times (<500 ns). How-
ever, S/N ratios were very low at these times, even below detection
limit (S/N < 3), due to high noise (background). Optimal delay-time
for carbon was 1000 ns. The behaviour of intensity and S/N val-
ues for hydrogen (Fig. 9B) were similar and optimal delay time
was 500 ns; this may happen since lifetime of hydrogen emission
is shorter. On the other land, hydrogen S/N values were higher
than carbon’s values. Therefore, the delay time used as optimal
was 1000 ns. Integration time was also optimized, being optimal
Fig. 9. Variation of S/N depends on delay time.
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Table 2
C:Ca:H:Mg:N:O:P ratios calculated using chemical standards.

UA CY CaOx CaP MgP

H/C1 5.86 ± 0.57 11.4 ± 1.3 6.9 ± 0.9 23.9 ± 3.4 33.3 ± 6.6
O/N 3.3 ± 0.2 3.2 ± 0.2 2.6 ± 0.3 3.5 ± 0.2 3.4 ± 0.2
Ca/C1 0.47 ± 0.06 0.88 ± 0.25 42.0 ± 12.0 376 ± 52 4.4 ± 0.6
Mg/C1 1.45 ± 0.19 1.4 ± 0.3 3.6 ± 0.5 11.5 ± 1.7 70.5 ± 8.8
C
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a/H 0.084 ± 0.015 0.050 ± 0.003
g/H 0.23 ± 0.03 0.11 ± 0.02

/(P + C1) 0.11 ± 0.01 0.16 ± 0.04

= 30, p = 0.05.

o identify kidney composition. The emission lines chosen under
hese experimental conditions for C, Ca, H, Mg, N, O and P are 247.9,
18.0, 656.2, 383.8, 744.4, 777.4 and 253.6 nm, respectively. These
ines are free from spectral interference. Due to the high resolution
rovided by Echelle spectrograph, all selected lines are free from

nterferences from studied elements.
C:Ca:H:Mg:N:O:P ratios calculated by using chemical standards

UA, CY, CaOx, CaP and MgP) are shown in Table 2 (n = 30 and
= 0.05) and their spectra in Fig. 10. The phosphorus emission line

howed the lowest sensitivity at 253.6 nm in studied elements.
etection limit was calculated as the amount with a signal/noise

atio ≥3; thus, phosphorus detection limit was 2.3% under these
xperimental conditions. This limit was enough for the identifica-
ion of urinary calculus; only majority compounds were the aim
f the present study. Compounds without either carbon or hydro-
en or nitrogen in their chemical formulas (e.g., CaP and MgP) or

nly one of these elements would produce ratios of H/C, O/N, etc.
hese ratios shall be produced since emission at the corresponding
avelengths comes from atmospheric sources of C, H, N (CO2, H2O

nd N2) and the most important source may be impurities from ref-
rence materials and samples. Something similar occurs with the

Fig. 10. Spectra obtained fro
5.8 ± 1.2 16.2 ± 1.2 0.17 ± 0.03
0.51 ± 0.05 0.51 ± 0.06 2.6 ± 0.4
0.46 ± 0.04 0.88 ± 0.02 0.85 ± 0.02

presence of Ca and Mg in UA and CY patterns, Ca in magnesium
phosphate and Mg in calcium salts, whose presence are impuri-
ties in patterns. These impurities do not affect analysis results,
since only majority elements are indicators of the composition of
renal calculus, which may also contain remains of other compounds
different than the majority one or that which originates calculus
formation (once calculus has been formed, other compounds may
settle on this nucleus).

UA and CY ratios are similar, only the H/C1 ratio can be used to
differentiate between them. These compounds can differ of calcium
and magnesium sales due to higher Ca and Mg ratios. CaOx differs
from CaP since the Ca/C1 ratio of CaOx is lower than that of CaP due
to the presence of carbon in CaOx; besides, P/(P + C1) ratio of CaP is
higher. All ratios are used to assign the critical values which shall
be used to analyze real samples. These critical values are shown in
Table 3.
Some kidney stones were analyzed by using these ratios and
obtained values are shown in Table 4. Sample #1 could not be cal-
cium and magnesium sales since Ca/C1 and Mg/C1 ratios are below
2 (1.6 and 1.9, respectively) and Ca/H and Mg/H are also below 0.5.
Then, it may be CY or UA: the H/C1 ratio (6.5) points to CY. Sample #2

m chemical standards.
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Table 3
Critical values used for the identification of kidney stones.

Uric acid Cystine Calcium oxalate Calcium phosphate Magnesium phosphate

H/C1 <6 >6 >6 >6 >6
Ca/C1 <2 <2 60 > r > 10 >60
Mg/C1 <2 <2 >20
Ca/H <0.5 <0.5 8 > r > 4 >8
Mg/H <0.5 <0.5
P/(P + C1) <0.5 <0.5 <0.6

Italicized text: the most important values for its identification.

Table 4
Results of analyzed samples.

Sample #1 Sample #2 Sample #3

H/C1 6.5 3.4 8.5
Ca/C1 1.6 1.5 80
Mg/C1 1.9 2.0 4.6
Ca/H 0.26 0.47 9.5
M
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g/H 0.30 0.60 0.55
/(P + C1) 0.36 0.40 0.70

s similar to Sample #1; again it may be CY or UA. As H/C1 is below
(3.4), then this sample is UA. Calcium ratios in Sample #3 point to

alcium sales; therefore, it may be CaOx or CaP. The P/(P + C1) ratio
onfirms the presence of phosphates as majority salt in the sample;
herefore, it is CaP. H/C1 and Ca/H ratios also confirm this compo-
ition. All LIBS identifications of kidney stones were confirmed by
R spectroscopy.

. Conclusions

In this work two LIBS instrument designs have been devel-
ped for identification of urinary calculi: (a) a micro-LIBS system
ith a compact detector, CCD camera, (�-LIBS); and (b) a con-

entional LIBS system with an Echelle spectrograph and an ICCD
amera. One data-treatment method was studied for each sys-
em and real samples of kidney stones – previously analyzed by
R spectroscopy – were used for reliable evaluation of two iden-
ification strategies. In both instrumentations, visual examination
f the spectra was enough to distinguish between organic (UA, for
nstance) and non-organic compounds (CaP, for instance). Statistical
orrelation analysis using linear (parametric) and non-parametric
rank) correlation was applied in the LIBS system. Besides, two
pectral windows (200–400 and 200–850 nm) were studied due to
ntense interferences – atmospheric nitrogen and oxygen – appear-
ng at high wavelengths. The best results were obtained by using
inear correlation and spectral windows between 200 and 400 nm.

nother identification system was carried out by using different

nstrumentation and a method based in intensity-peak ratios. This
ethod reached successful results in all analyzed samples. Both
ethods and instrumentations have been proven as reliable strate-

ies for urinary-calculi identification, although the method based
[

>1
>0.6 >0.6

on intensity-peak ratios may provide better analytical information
about the analyzed sample.
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a b s t r a c t

An electrochemical hydride generation (ECHG) technique was developed to improve the determination of
thallium by atomic spectrometry. The technique is based on the catholyte variation system for production
of thallium hydride. Using Pb–Sn alloy as cathode, a transient peak shaped signal was achieved and its
height, the maximum absorbance value, was taken as an analytical parameter. Parameters that might
affect the hydride generation efficiency were investigated and the analytical performance of the method
eywords:
hallium
lectrochemical hydride generation
atholyte variation
tomic absorption spectrometry

under the optimized experimental conditions was assessed. The linear range was 1–250 ng mL−1 for
thallium and the relative standard deviation of the method was 4.2% (RSD, n = 7). The LOD for thallium
was found to be 0.8 ng mL−1, showing a significant improvement relative to conventional chemical hydride
generation techniques. The proposed method was applied to the determination of thallium in unalloyed
zinc standard reference material. This method offers high sensitivity, simplicity, rapidness, freeness from

sump
reagent and low acid con

. Introduction

Thallium has been found to be an environmentally hazardous
lement because of its toxic effects. This metal is introduced into
he environment mainly as the waste product of zinc, cadmium, and
ead industries and also results from the combustion of coal. It is
egarded as one of the most toxic heavy metals causing both chronic
nd acute poisoning [1]. It is, therefore, important to detect and
etermine thallium in a wide range of matrices, i.e. environmental,
iological, clinical, geological, and metallurgical samples. Since the
otal concentration of thallium is generally very low, an analytical
echnique with high sensitivity and low detection limit is required.
here are several analytical techniques available for determina-
ion of thallium, i.e. spectrophotometry and fluorimetry, atomic
bsorption and fluorescence spectrometry, inductively coupled
lasma and isotope dilution mass spectrometry, potentiometry and
oltammetry, and nuclear techniques [2,3]. Among these, strip-
ing voltammetry has received the most attention owing to its
igh sensitivity and ability to detect the redox species of metals.
owever, analysis of thallium by this method suffers from inter-

erences by other metals especially cadmium [4]. Although flame

tomic absorption spectrometry (FAAS) is a simple and easily avail-
ble technique, its application is restricted due to lack of sensitivity
or trace determinations of thallium.

∗ Corresponding author. Tel.: +98 511 8797022; fax: +98 511 8796416.
E-mail address: arbab@um.ac.ir (M.H. Arbab-Zavar).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.052
tion.
© 2009 Elsevier B.V. All rights reserved.

Vapour generation techniques in combination with atomic
absorption spectrometric determination (AAS) are sensitive analyt-
ical methods. These techniques offer several advantages relative to
conventional nebulization methods, which include improved selec-
tivity, elimination of nebulizer, analyte preconcentration, and more
efficient analyte atomization [5–8]. However, reports on thallium
vapour generation are few [9–14]. Thallium vapour generation, pre-
sumably as hydride, was first reported by Yan et al. [9]. The method
was less sensitive than conventional FAAS, as well as being sub-
jected to large positive interferences from the presence of other
hydride-forming elements. Ever since, many attempts have been
made to improve its sensitivity. These include applying contin-
uous flow methodologies [10], in situ trapping of hydrides in a
graphite tube along with electrothermal AAS determination [11],
using palladium and rhodamine B as enhancement reagent in flow
injection hydride generation AAS [12], and employing an integrated
atom trap atomizer in hydride generation AAS [13]. Although the
application of trapping techniques somewhat improves the limit of
detection, the efficiency of hydride generation is still low.

Electrochemical hydride generation (ECHG) proved to be a suit-
able alternative to conventional chemical hydride generation due to
several advantages. The most significant advantages include elimi-
nation of NaBH4 (an expensive unstable substance, and also a source
of contamination), similar reaction media for all hydride-forming

elements, better tolerance of interferences, better reproducibility,
higher sensitivity, and independence from analyte oxidation state
when using cathode materials with high hydrogen overvoltage [15].
As far as our review shows, there is no report on electrochemi-
cal hydride generation of thallium. In the present research, effort
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ig. 1. Electrochemical hydride generation cell. Cathodic (A) and anodic (B) com-
artments: connection to quartz tube atomizer (a); sample inlet (b); cathode holder
c); helix shaped Pb–Sn cathode (d); carrier gas entry (e); anode holder (f); helix
haped Pt anode (g); anolyte inlet (h); anolyte outlet (i).

as been made to develop a technique for electrochemical hydride
eneration of thallium. Using catholyte variation system [16,17], a
ransient peak shaped signal was obtained and its height, the max-
mum absorbance value, was measured as an analytical parameter.
ccordingly, this technique resulted in improvement on thallium
ydride generation. A mechanism for electrochemical generation
f thallium hydride is proposed. Effective and operative parame-
ers on the obtained signal were optimized. Analytical performance
f the method was compared to the previously reported chemical
ydride generations of thallium.

. Experimental

.1. Instrumentation

A Shimadzu 680 atomic spectrometer (Shimadzu, Japan)
quipped with an electrically heated quartz tube atomizer (150 mm
ength, 4.2 mm inner diameter) operated at 1000 ◦C was used for
tomic absorption measurements. Thallium hollow cathode lamp
Hamatsu Photonics, Japan) operated at 3 mA was employed as
adiation source. The spectral bandwidth was set at 0.5 nm and
bsorbance was measured at 276.8 nm.

.2. Electrochemical hydride generation system

Various views of the batch electrolytic hydride generator are
hown in Fig. 1. Electrochemical hydride generator consists of
wo compartments; batch cathodic (Fig. 1A and continuous anodic
Fig. 1B) chambers separated by a nafion membrane (Dupont, USA)
nd has been described in details in the previous publications
16,17].

A programmable power supply (Promax FA-851, Spain, maxi-
um current of 2 A and maximum voltage of 32 V) operating at

onstant current and voltage modes is connected to the electro-
hemical cell.

.2.1. Cathodic compartment
Carrier gas (Argon, 99.999% pure) entry is placed at the bottom

f the cathodic compartment. This design facilitates the separation
f gaseous products from the cathode surface and aqueous solution.

he gaseous reaction products; hydrides and hydrogen formed at
he cathode, are separated from aqueous solution, and directed to
he electrically heated quartz tube by the carrier gas stream via a
onnecting tube (PVC, length of 20 cm, 3 mm i.d.) and determined
nder the operating conditions by AAS. As the cathodic materials,
ta 79 (2009) 302–307 303

lead, tin, lead–tin (Pb–Sn 37:67, Asahi solder, Singapore, 0.8 mm
diameter), graphite, tungsten wire (99.98% pure, AESAR, Johnson
Matthey Inc., 0.5 mm diameter), dental amalgam (32% Ag, 14.7% Sn,
6.7% Cu and 46.7% Hg amalgam, coltèn whaledent®, USA), platinum
(Merck), and silver wire have been investigated. After the termina-
tion of a run process, a peristaltic pump drains off the contents of
the cathodic compartment.

2.2.2. Anodic compartment
A platinum coil (surface area of 1 cm2) serves as the anode. The

anolyte is circulated by a multiple channel peristaltic pump (Gilson,
Minipuls 3, ANACHEM) to remove oxygen from the anodic compart-
ment. The circulated anolyte needs only to be changed after 40 h of
operation.

2.3. Data acquisition and transformation

The transient signals were recorded using a graphical printer
(PR-5) equipped with a monitor and transformed to digital data
using an in-house software (Graph-7).

2.4. Procedure

Initially, the electrochemical hydride generation cell was con-
nected to quartz tube atomizer via PVC tubing. Then, the circulation
of the anolyte (0.5 mol L−1 Na2CO3) was started and the flow rate of
the carrier gas adjusted. In each regular measuring cycle, the elec-
trode (cathode) was placed into its position and connected to power
supply. The acidified thallium solution (catholyte solution contain-
ing analyte) was then introduced and measurement performed by
applying an appropriate voltage to the cell (between the cathode
and the anode). The gaseous electroreaction products were trans-
ported to the quartz tube atomizer by the carrier gas stream and
the transient signal was measured. The transient signal was peak
shaped and its maximum absorbance value was measured as an
analytical parameter.

2.5. Reagents and materials

All chemicals were of analytical grade except cited otherwise.
Standard solution (1000 �g mL−1) of Tl(I) was prepared by dissolv-
ing the proper amounts of thallium(I) nitrate (Prolab) in dilute nitric
acid solution. Solutions of 1 mol L−1 of HCl, HNO3 and H2SO4 were
prepared by diluting analytical grade concentrated acids. Working
solutions were prepared by mixing the proper amounts of Tl stan-
dard solutions and 1 mol L−1 sulfuric acid solution and diluting to
desired volume.

2.6. Reference material

Validation of the method described in this work was carried out
using certified unalloyed zinc reference material. The European Ref-
erence Material ERM®-EB325 was purchased from the Institute for
reference materials and measurement (IRMM).

2.7. Sample preparation

Exactly, 1 g of the solid reference material was weighted, trans-
ferred to a 50 mL Erlenmeyer flask, and 5 mL of concentrated nitric
acid was then added. After complete dissolution of the solid sample,

the remaining solution was evaporated at the temperature of 80 C
to approximately 0.5 mL final volume. Then, 50 mL of deionized
water and 3.3 g of ammonium carbonate were added, respectively.
After 30 min, the mixture was filtered through a glass filter, trans-
ferred to a 200 mL calibrated flask, and diluted to volume with
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Table 1
Optimized operating condition.

Operating parameter Optimized value

Anolyte concentration (mol L−1) 0.5
Anolyte flow rate (mL min−1) 6
Sample volume (mL) 13
Catholyte concentration (mol L−1) 0.003
Carrier gas flow rate (mL min−1) 100
ig. 2. Transient peak shaped signal resulted from electrochemical hydride genera-
ion of thallium (200 ng mL−1) under optimized condition.

eionized water. Prior to the analysis, appropriate dilutions were
erformed depending on the concentration level of the thallium.

. Results and discussion

.1. Generation of thallium hydride species

Catholyte variation electrochemical system was applied to gen-
rate thallium hydride species. The method has been described
n details in previous publications [16,17]. During electrolysis, the
ydronium ions and water are gradually reduced to hydrogen
olecules. Meanwhile, sodium ions are diffused from anodic cham-

er through the nafion membrane and the pH is increased during
he electrolysis due to low concentration of hydronium ions. The
eak shaped transient signal (Fig. 2) produced during electrolysis
rocess is observable at neutral to moderately basic pH values.

To account for the mechanism of thallium hydride generation,
he initial reaction is considered to be the electrodeposition of Tl
ons at the surface of Pb–Sn cathode [1,2]. By considering the val-
es of standard potential: Tl3+ + 2e−→Tl+; +1.25 V, Tl3+ + 3e−→Tl;
0.92 V and Tl+ + e−→Tl; −0.34 V, deposition of both Tl+ and Tl3+

ould occur at the electrode surface, at highly negative working
otentials employed. High hydrogen overvoltage, negative working
otentials, and high electrolytic currents facilitate this process:

l+→ Tl(Pb–Sn) (1)

l3+→ Tl(Pb–Sn) (2)

b–Sn alloy used as the cathode material involves sp-metals with
lled d-orbital, so low hydrogen adsorbing power and high hydro-
en overvoltage is expected [24]. This hypothesis is supported by
ur previous experiments showing high hydrogen overvoltage for
b–Sn alloy relative to Pt, graphite, Sn and Pb [17]. Therefore,
he following electrochemical mechanism is proposed for thallium
ydride formation [24]:

l(Pb–Sn) + e− +H3O+→ TlH + H2O + Pb–Sn

l(Pb–Sn) + 3e− +3H3O+→ TlH3+3H2O + Pb–Sn

he real identity of the generated species is unknown. When
uartz tube atomizer was in the room temperature, no signal was

bserved. By raising the temperature, the signal was gradually
ncreased. This observation ensures that the generated vapours are
n the molecular form.

There have been many studies considering the stability of thal-
ium hydride species, i.e., TlH, TlH2, TlH3, Tl2H2, TlTlH2 and Tl+(H2)n
Atomizer temperature (◦C) 1000
Cathode surface area (cm2) 1.75
Applied voltage (V) 20

[18–23]. The monovalent Group 13 hydrides have been all detected
in the gas phase and their spectroscopic properties are currently
known [21].

3.2. Optimization of operating parameters

The influence of fundamental operating parameters, primarily
the cathode material, catholyte and anolyte types, electrolytic cur-
rent and potential, cathode surface area, atomizing temperature,
and concentration of the anolyte and catholyte was thoroughly
studied and will be discussed later. The optimized values for oper-
ating conditions have been shown in Table 1.

3.2.1. Cathode material
Lead, tin, Pb–Sn alloy, tungsten, platinum, silver, dental amal-

gam, and graphite rod were examined as the cathodic materials.
With sulfuric acid (0.003 mol L−1) as the catholyte solution, the sig-
nals generated using all cathodic materials were negligible except
those from tin and Pb–Sn. Tungsten, platinum, silver, and graphite
rod were not able to produce any detectable thallium hydride signal,
probably because of their low hydrogen overvoltages. In the case of
dental amalgam, thallium was deposited at the surface of the elec-
trode as amalgam and no detectable signal was produced. Despite
of high hydrogen overvoltage values reported for lead [17,24], no
signal was produced and by applying higher voltages, complete
deterioration of the electrode was observed. Tin and Pb–Sn alloy
generated transient peak shaped signals with greater sensitivity
for Pb–Sn alloy. High hydrogen overvoltage [17] and microcrys-
talline structure of Pb–Sn alloy were supposed to be responsible
for the higher efficiency. Based on these observations, Pb–Sn alloy
was preferred as the cathodic material and used for the rest of the
experiments.

3.2.2. Catholyte and anolyte electrolyte solutions
Supporting electrolyte is necessary to provide electric conduc-

tivity. So, dilute solutions (0.01 mol L−1) of HCl, H2SO4 and HNO3
were examined as catholyte solutions. Generation of hydrides took
place in all acidic media. The signals attained with nitric and
hydrochloric acids were not considerably different; where in the
case of sulfuric acid, the generated signal was of higher intensity.
Therefore, sulfuric acid was selected as catholyte supporting solu-
tion for further experiments. Precipitation and complex formation
between Tl+ and chloride ions in hydrochloric acid [25] and oxi-
dizing properties of NO3

− in nitric acid decrease the tendency of
thallium ions for reduction and deposition at the electrode surface.
Based on the proposed mechanism, this results in the reduction of
hydride generation efficiency.

As anolyte solutions, equimolar solutions of Na2CO3, Na2SO4,
NaCl, KNO3 and H2SO4 were tested. Except for H2SO4, all elec-

trolytes produced similar signals. When H2SO4 was used, the
system was not able to produce any detectable signal. This is in
accordance with the proposed mechanism. Based on the catholyte
variation mechanism, pH plays an essential role in the generation
of hydrides. The pH of the solution would be adjusted from acidic to
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trolytic current and the active sites for generation of hydrides; both
phenomena elevate the efficiency of hydride generation. Influence
of the cathodic surface area on the hydride generation efficiency
was investigated over the range of 0.6–2.0 cm2 as shown in Fig. 6.
Fig. 3. Effect of the applied voltage on thallium hydride signal.

asic by two major phenomena: first, consumption of hydronium
ons during electrolysis and second, their transport through the
afion membrane. In the case of Na2CO3, Na2SO4, NaCl, and KNO3,
ydronium ions diffuse from cathodic chamber through nafion
embrane while Na+ ions enter from the anodic chamber. This

rocess decreases the concentration of hydronium ions and thus
ncreases the pH of the solution. In the case of H2SO4 as anolyte
olution, although the hydronium ions are consumed during elec-
rolysis process, more hydronium ions diffuse from anodic chamber
ue to much higher concentration of sulfuric acid (about 150 times).
his process will prevent any pH variation; therefore, the suitable
Hs for evolution of hydrides would never be reached. Na2CO3 solu-
ion was selected because of its inertness and higher conductance
or pH dependent membrane.

.2.3. Designating electrolysis working mode
Most of the electrochemical hydride generation systems utilize

igh catholyte concentrations (1–3 mol L−1). In such systems, con-
tant current and constant voltage modes are not distinguishable.
n fact, constant currents lead to constant voltages during elec-
rolysis process and vice versa. The main difference of the present
ystem (catholyte variation) lies in this point. In the present sys-
em, the concentration of catholyte is lowered to approximately
%. Therefore, the composition of the catholyte as well as the con-
entration of the ions and the ionic conductance in the cathodic
hamber vary during electrolysis process. At these conditions, two
orking modes are possible: constant current and constant voltage
odes. Both systems were examined to find the most suitable and

ensitive working mode.

.2.3.1. Constant voltage mode. Working voltage is limited by the
ower supply operation. The maximum voltage attainable by the
ower supply is 32 V. Generation of hydrides was studied in the
ange of 0–32 V. As shown in Fig. 3, the most intense signal was
ttained at 20 V.

.2.3.2. Constant current mode. High working electrolysis cur-
ents are needed to efficiently produce thallium hydride. For
ach catholyte concentration, the maximum practical current was
pplied and the signal was recorded. Considering peak height as the
nalytical parameter, in all cases the intensities were much lower

han constant voltage mode. Fig. 4 shows the signals obtained by
xerting 125 mA constant current and 20 V constant voltage to a
olution of thallium in 0.003 mol L−1 of sulfuric acid. As the results
how, although the peak area of the signal obtained in the constant
urrent mode is somewhat higher than that obtained by apply-
Fig. 4. Comparison between constant current and constant voltage working modes.

ing constant voltage, this peak is broad and noisy while presenting
low reproducibility. By contrast, the signal obtained in the constant
voltage mode is sharp, symmetrical and reproducible. Moreover,
the evolution time in the constant voltage mode is about one-third
in comparison to the constant current mode. Thereupon, constant
voltage mode (with 20 V) was selected as a suitable working mode.
Working in constant current mode is suggested where trapping
techniques are used.

3.2.4. Influence of aging of the cathode
Replicate experiments were performed without replacing the

old electrode. Results (Fig. 5) show that using the electrode for the
second and third consecutive runs will produce only 80% of signal
attainable for the first run. By using the electrode in more replicates,
the signal gradually declines to 30% in the 12th replicate. This proves
that the active sites of the electrode are deteriorated during the
electrolysis process, resulting in a change of surface composition.
Based on such observations, the Pb–Sn electrode was replaced at
the beginning of each experiment to obtain a reproducible signal.

3.2.5. Influence of the cathodic surface area
Enlarging the cathode surface will result in increasing the elec-
Fig. 5. Influence of the electrode aging on the signal intensity.
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Fig. 6. Optimization of cathode surface area.

xtension of the cathodic surface to 1.5 cm2 resulted in a sharp
ncrease in the signal, followed by a distinctive decrease of the slope.
n practice, a helix shaped cathode with the surface area of 1.75 cm2

as used.

.2.6. Influence of the anolyte flow rate
The effect of the anolyte flow rate was investigated within

–7.5 mL min−1 interval. Circulation of the anolyte prevents con-
uming extra amounts of the anolyte and hence maintaining a
onstant concentration of the anolyte during the experiment. Also,
y circulating the anolyte in the system, the sensitivity and repro-
ucibility would increase. As shown in Fig. 7, the maximum signal

ntensity was achieved in the range of 3–6 mL min−1 and the sen-
itivity decreased at higher flow rates. Therefore, the flow rate of
mL min−1 was chosen as the optimized parameter.

.2.7. Influence of sample volume
Increasing the volume of the sample resulted in higher signal

ntensity. The maximum capacity of the cathodic chamber was
8 mL. However, due to upward flowing of the carrier gas, it was
mpossible to utilize the entire volume. In practice, sample vol-
mes more than 13 mL would be resulted in liquid blocking of the
onnecting tube, thus spoiling the sensitivity and reproducibility.
herefore, 13 mL was selected as the optimized practical sample
olume.
.2.8. Influence of the carrier gas flow rate
Carrier gas would be necessary to immediately transfer the gen-

rated hydrides at the electrode surface to the quartz tube atomizer.

Fig. 7. Optimization of anolyte (Na2CO3, 0.5 mol L−1) flow rate.
Fig. 8. Optimization of catholyte (sulfuric acid) concentration.

Increasing the flow rate of the carrier gas led to higher sensi-
tivity and lower evolution time for the signal. The flow rate of
100 mL min−1 was selected as an optimized flow rate, since the
higher flow rates may result in liquid blocking of the connecting
tube and low reproducibility.

3.2.9. Concentration of catholyte
Concentration of hydronium ion varies during the electrolysis

process. When the acidic catholyte solution is neutralized, the sig-
nal starts to rise. Therefore, it is expected that higher concentrations
of catholyte lead to longer evolution times of the signal. However,
this would be true if the system was working at constant current
mode. In constant voltage mode, employed in this work, concentra-
tion of catholyte is also a determining factor on electrolytic current.
Increasing the catholyte concentration would lead to higher elec-
trolytic currents and therefore, shorter peak evolution times. In
fact, the catholyte concentration affects two compromising factors
on the evolution time. Moreover, concentration of catholyte has
a significant impact on the sensitivity. With respect to the gen-
eration efficiency of the volatile hydrides and the amount of H2
co-produced in the reaction, the concentration of acid is very crit-
ical for the performance of the ECHG. The influence of sulfuric
acid concentration as the catholyte was studied within the range
of 0.003–0.02 mol L−1. The results show that the lower acidic con-
centrations produce more sensitive signals, since the peak area and
the peak height (Fig. 8) both increased by lowering the acid con-
centration. The use of the concentrations lower than 0.003 mol L−1

was avoided because of considerable loss of reproducibility and
destructive effects on nafion membrane.

3.3. Analytical performance

3.3.1. Analytical figures of merit

The calibration curve was constructed under the optimized con-

ditions (Table 1) within the 1–1000 ng mL−1 concentration interval
of thallium and found to be linear in the range of 1–250 ng mL−1.
The results of this calibration are listed in Table 2. The sensitivity of

Table 2
Analytical figures of merit for EcHG of Tl.

Parameter Value

Calibration sensitivity (ng mL−1) 1.68×10−3

Dynamic range (ng mL−1) 1–250
Characteristic concentration (ng mL−1) 1.0
Detection limit (ng mL−1) 0.8
RSD (%) 4.2
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Table 3
Effect of co-existing ion (concentration
of 10 �g mL−1) for determination of
100 ng mL−1 Tl.

Species Recovery (%)

NO3
− 93

NO2
− 87

Cl− 102
C2O4

2− 78
PO4

3− 89
Al3+ 99
Cu2+ 130
Cd2+ 78
Zn2+ 100
Mn2+ 10
Mg2+ 0
Co2+ 5
Ni2+ 0
Pb2+ 59
Sn2+ 55
Cr3+ 0
Hg2+ 102

Table 4
Analytical results of thallium for certified reference material.
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ample Found (mg kg−1) Certified (mg kg−1) Recovery (%)

RM®-EB325 37.0 ± 2.7 36.8 ± 1.2 100.5

he method, as determined from the slope of the calibration graph,
s 1.68×10−3 absorbance ng−1 mL. Calculated absolute detection
imit based on the variability of the blank (3 sb criterion) for
even measurements is 0.8 ng mL−1. The reproducibility (RSD) for
even replicate measurements at 120 ng mL−1 of thallium, was
btained to be 4.2%. A simple comparison of the detection limit
ith those calculated in the previously existing HG-AAS methods

hows a remarkable improvement relative to simple batch chemical
ydride generation (0.6 �g mL−1) [9], continuous flow methodolo-
ies (4 ng mL−1) [10] and flow injection hydride generation-AAS
3.4 ng mL−1) [12]. Also, it is comparable with hydride generation-in
itu trapping-AAS (0.4 ng mL−1) [13].

.3.2. Interferences from metal ions and hydride-forming
lements

A wide variety of transition metal ions and other hydride-
orming elements are known to interfere with the hydride
eneration by releasing the volatile hydrides in CHG as well as in
CHG, and thus limit the analytical applicability of both techniques
5,15]. In the present study, the influence of concomitant ions was
valuated by analysis of 100 ng mL−1 of thallium in 0.003 mol L−1

2SO4 in the presence of 10 �g mL−1 of foreign ions. The results
re shown in Table 3. There are several mechanisms responsible
or the interfering effects in electrochemical hydride generation.
nterferences of the transition metals such as Ni2+, Co2+, Cr3+, Fe3+

nd Mn2+ have been shown to be a result of modification of the
athode surface by the reduced interferents. Transition metals are

eposited on the cathode surface and dispersed over the surface, so
hat the cathode and thus the hydrogen overvoltage will be altered
26–29]. Since the Pb–Sn alloy is a cathode with high hydrogen over-
oltage value, deposition of most of the metal ions will reduce the
ydrogen overvoltage, lowering the efficiency of hydride genera-

[

[

[
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tion. Although this phenomenon may interpret the results, further
investigations are required to provide better understanding of the
individual interfering effects. Since there are significant interfer-
ences from major constituents of real matrices, standard addition
method is recommended for real sample analysis.

3.4. Accuracy of the method

To establish the accuracy of the method, certified unalloyed
zinc (ERM®-EB325) was analyzed. Using the standard addition
technique, a recovery of 100.5% was achieved (Table 4). The con-
centration of Tl found (37.0±2.7) well agreed with the certified
value (36.8±1.2).

4. Conclusion

Catholyte variation electrochemical hydride generation was suc-
cessfully employed to produce thallium hydride species which are
supposed to be thallium(I) hydride. The proposed method over-
comes the problems of CHG method for production of thallium
hydride. The main advantages of the proposed method over the
conventional chemical hydride generation method would be its
high sensitivity, simplicity, rapidness, freedom of reagent, cost-
effectiveness, low acid consumption and environmental cleanness.
Efforts are currently being made to overcome its drawbacks by
improving the electrochemical hydride generation technique.
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a b s t r a c t

This paper presents an application of chromatographic separation based on an ultra-short monolithic
column and chemiluminescent detection in an FIA type instrument manifold for the determination of
four paraben mixtures: methylparaben (MP), ethylparaben (EP), propylparaben (PP) and butylparaben
(BP). The separation is achieved in 150 s using two consecutive carriers: first 12% ACN:water that changes
75 s after injection to 27% ACN:water. The detection is based on the oxidation of the hydrolysis prod-
uct of parabens, p-hydroxybenzoic acid, with Ce(IV) in the presence of Rhodamine 6G which evokes
chemiluminescence of sufficient intensity to enable a sensitive determination of these species. After
hemiluminescence
onolithic mini-column

ow pressure liquid chromatography
erium(IV)–Rhodamine 6G chemistry
osmetics

optimization of the variables involved, the analytical method is characterized, displaying the following
values for concentration ranges, detection limits and precision, as relative standard deviation at low
concentration (0.15 mg l−1)—MP: from 9.9×10−7 to 3.3×10−4 M; 1.9×10−8; 5.6%; EP: from 9.0×10−7

to 3.3×10−4 M; 2.8×10−8; 3.5%; PP: from 8.3×10−7 to 9.9×10−5 M; 2.3×10−8; 4.2%; and BP: from
7.7×10−7 to 9.9×10−5 M; 4.2×10−8 M; 6.2%. The method was applied and validated satisfactorily for
the determination of these parabens in cosmetic samples, comparing the results against a liquid chro-

thod
matography reference me

. Introduction

The combination of chromatography with flow techniques offers
ome interesting characteristics. Flow methods present advantages
n simplicity, low cost, versatility, speed, and, usually, good ana-
ytical figures, but typically do not allow the separation of analyte

ixtures. Liquid chromatography is a well-established technique
ith high selectivity and performance, but it requires much more

xpensive instrumentation than flow techniques. This justifies the
ombination of flow techniques, such as flow injection analysis (FIA)
1], sequential injection analysis (SIA) [2] and multisyringe flow
njection analysis (MSFIA) [3] with low pressure chromatographic
eparations to achieve selective low-cost methodology with respect
o traditional liquid chromatography (LC).

The key of this merging of techniques is monolithic columns, a
igh cross-linked porous monolithic polymer, with well-defined,
imodal pore-size distribution, mesopores for retention and
arger macropores for through-flow that provide good separation
ower and high chemical stability and flow characteristics (up to
5 ml min−1) [4,5].

∗ Corresponding author.
E-mail address: Icapitan@ugr.es (L.F. Capitán-Vallvey).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.04.012
.
© 2009 Elsevier B.V. All rights reserved.

Different combinations of flow techniques and monolithic mate-
rials have been used for separations of drug mixture [1–3,6,7],
pollutants such as polyaromatic hydrocarbons [8] and inorganic
cations and anions mixtures [5,9–11]. In all these methods, the
detector used is DAD or conductivity.

Chemiluminescence (CL), observed when the vibronically
excited product of an exoergonic reaction relaxes to its ground state
with the emission of photons, has been widely used as a detection
method in different techniques such as LC, capillary electrophoresis,
thin layer chromatography and FIA [12]. In this paper we are inter-
ested in the use of chemiluminescence detection in low pressure
chromatographic separations using a FIA system that includes a
monolithic column, due to the good detection limits and versatility,
in order to improve the characteristics of these methods.

There are different types of chemistries used for CL genera-
tion, but one of the most useful is the combination of Ce(IV) and
Rhodamine 6G. This reaction was applied with FIA to determine dif-
ferent compounds such as chlorpromazine [13], phentolamine [14],
hydrochlorothiazide [15], ferulic acid [16] and parabens [17]. All
these FIA determinations were performed without any separation

steps.

CL detection has rarely been used in low pressure chromato-
graphic systems with a monolithic column using FIA manifolds.
Thus, Adcock et al. [1] propose a hybrid FIA/LC system for the separa-
tion of six alkaloids and four biogenic amines using a 25 mm length
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ig. 1. FIA manifold for the separation of parabens with a mini-column and CL
etection.

onolithic column with tris(2,2′-bipyridyl)ruthenium(III) and per-
anganate CL detection. Paull et al. [18] use a 3 mm long chelating
onolithic disk for the selective retention and CL determination of

u(II) based on 1,10-phenanthroline and hydrogen peroxide chem-
stry.

Parabens are a homologous series of hydroxybenzoic acid ester-
fied at the C-4 position, including methyl, ethyl, propyl and butyl,
sed as an antimicrobial in foods, beverages, pharmaceuticals and
osmetics [19,20]. Their presence in cosmetics, especially for con-
umers that use them in a daily basis and in large quantities, could
nduce allergic contact dermatitis [21]. Their uses are regulated by
osmetic Directive 76/768/EEC in amounts up to a maximum con-
entration of 0.4% in the finished product for one ester and up to
.8% for mixtures of esters [22].

We have previously studied the separation of parabens alone
23] or in mixtures with other additives [24] using a low pres-
ure chromatographic system with a monolithic column and
pectrophotometric detection. The aim of this paper is to use chemi-
uminescence as a detection system for parabens determination to
ncrease the sensitivity of the method and its application to cos-

etics analysis.

. Experimental
.1. Reagents and chemicals

Methylparaben (MP) (Sigma–Aldrich Química S.A., Madrid,
pain, 99%), ethylparaben (EP), propylparaben (PP), and butyl-

ig. 2. (A) Retention time dependence on ACN percentage for different parabens. Each poin
iluted with the same carrier, 12.5 mg l−1. Flow rate: 1.4 ml min−1. Loop volume: 150 �l.
2% ACN/water and carrier B: ACN/water. Flow rate: 2.6 ml min−1. Standards: diluted wi
ime of parabens and horizontal lines represent the peak broadness. Legend: (�) MP, ( )
ta 79 (2009) 499–506

paraben (BP) (last three from Fluka, Madrid, Spain, 99%)
1.6×10−2 M stock solutions were prepared by exact weighing of
each compound and dissolution in acetonitrile (ACN) (Panreac
Química S.A., Barcelona, Spain, 99.9% (v/v) HPLC grade). These
solutions were spectrophotometrically stable when protected from
light and kept in the refrigerator at 4 ◦C at least for two months.
Working solutions were prepared by appropriate dilution with
water while maintaining 12% (v/v) ACN. A working standard
solution containing the four parabens at 6.5×10−4 M each were
prepared and kept in the refrigerator at 4 ◦C.

The CL reagents used were 10−2 M ammonium cerium(IV) sul-
fate dihydrate (99%) and 1 M of sulfuric acid, both by Merck (Madrid,
Spain) and 10−3 M of Rhodamine 6G chloride (Rho 6G) 95% by
Sigma. All chemicals used were of analytical-reagent grade. Aque-
ous solutions were prepared using reverse-osmosis type quality
water produced by a Milli-RO 12 plus Milli-Q purification system
(Millipore, Bedford, MA, USA).

2.2. Apparatus and software

The flow analysis setup consisted of two Gilson Minipuls-2
(Gilson, Inc., Middleton, USA) four channel peristaltic pumps work-
ing at a constant flow rate and two variable volume Rheodyne 5041
teflon rotary valves (one as injection valve and another as selec-
tion valve). PTFE tubing (Omnifit, Cambridge, England) (0.8 mm i.d.
and 1.6 mm o.d.) and various end-fittings and connectors of differ-
ent diameters were used. As the separation element in the flow
system we used a C18 monolithic mini-column (Chromolith Guard
Cartdrige RP-18 endcapped) (5 mm×4.6 mm i.d.) from Merck
(Darmstadt, Germany). Chemiluminescence measurements were
performed with a CL-1 Camspec luminometer (Camspec Ltd., Cam-
bridge, UK) interfaced to a personal computer via an INT7 - 24 bit
A/D integration board.

Other instruments used were a Hewlett Packard HP-8453 diode
array spectrophotometer (Nortwalk, CT, USA) interfaced to a PC and
equipped with a Hellma 138-QS flow cell with 1 mm light path,
an Agilent 1100 series liquid chromatograph with DAD detector
provided with a C8 Zorbax column used to validate the proposed
method and a Crison digital pH-meter with combined glass-
saturated calomel electrode (Crison Instruments, Barcelona, Spain).
Software programs used to treat the data were CSW32 software

package supplied by DataApex Ltd. v 1.2.5 (2001) (Prague, Czech
Republic) used for the acquisition and manipulation of the lumi-
nescence data; Statgraphics software package (Manugistics Inc.
and Statistical Graphics Corporation, USA, 1992), ver.4.0 (1993) and
Microsoft Office 2003.

t is the average of three measurements. Conditions—carrier: ACN/water. Standards:
(B) Dependence of retention time on carrier B composition. Conditions—carrier A:
th the same carrier, 12.5 mg l−1. Loop volume: 150 �l. Bars represent the retention
EP, ( ) PP, and ( ) BP.
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ig. 3. Variation of the CL emission signal with flow rate. Conditions: 10−2 M Ce(IV);
0−4 M Rho 6G; standards 2 mg l−1 ((�) MP, (�) EP, (�) PP, and (©)BP). The x-axis
hows the total flow composed for the two pumps in the system.

.3. Procedure

.3.1. Standards and samples
A standard or sample solution containing between 10−6 and

0−4 M each in MP, EP, PP and BP was inserted into the flow anal-
sis system through a loop valve injector of 75 �l of capacity with
he same composition as the carrier A. The carrier A stream (12%
CN:H2O, v/v) at a flow rate of 2.6 ml min−1 was changed to carrier

(27% ACN:H2O, v/v) 75 s after the injection valve was opened,

hrough the selection valve (see Fig. 1). After the sample plug
eached the monolithic mini-column, the carrier containing the
lready separated analytes was mixed using a 4-way connector with
wo solutions for CL generation at a flow rate of 2.5 ml min−1 using a

ig. 4. Optimization of CL reagent concentration. (A) H2SO4 concentration—conditions: Ce
0−2 M; Rho 6G 10−4 M; H2SO4 0.5 M. (C) Ce(IV) concentration—conditions: Rho 6G 10−4

×10−2 M; H2SO4 2 M; loop volume 75 �l. In all cases we used a mixture of 2 mg l−1 for e
L signals (three replicates per point).
ta 79 (2009) 499–506 501

second peristaltic pump. The first solution was 2×10−2 M of Ce(IV),
dissolved in 2 M H2SO4, and the second 4×10−4 M Rho 6G. The CL
analytical signal used for paraben determination corresponds to
the difference between the maximum CL intensity (Istandard) and CL
background (Ibackground). The relationship between the concentra-
tion and peak height was established by conventional calibration
with external standards.

2.3.2. Reference
As reference method, an adaptation of the LC–DAD

method proposed by Borremans et al. [25] was used. A
5 �m C8 silica in a 150 mm×4.6 mm column along with
water/acetonitrile/methanol/tetrahydrofuran (60/25/10/5) iso-
cratic mobile phase at a constant flow rate of 1.0 ml min−1 was
used. The chromatograms were obtained at a wavelength of
254 nm. To obtain the calibration function, five different concen-
trations and three replicates each of the different parabens with
peak height as analytical parameter were used.

2.3.3. Maintenance
For correct maintenance of the flow system, especially the mini-

column, before the analysis carrier A had to be passed at a flow rate
of 2.6 ml min−1 for 5 min to condition the mini-column. After the
analysis and when the last peak arrived at the baseline, 150 s after
injection valve was opened, the flow system was conditioned again
with carrier A for 30 s. In order to improve the lifetime of the mini-
column, after use it was washed for 5 min with carrier A and then
with water for another 5 min.
2.4. Sample preparation

For the analysis of the cleaning mousse, an adequate amount
(typically 1 g) was weighed, and mixed with 5 ml of MeOH. The

(IV) 10−2 M; Rho 6G 10−4 M; loop volume 75 �l. (B) Loop volume—conditions: Ce(IV)
M; H2SO4 2 M; loop volume 75 �l. (D) Rho 6G concentration—conditions: Ce(IV)

ach paraben ((�) MP, (�) EP, (�) PP, and (©) BP). Bars represent the repeatability of
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olution was sonicated for 10 min, and filtered through 0.45 �m
lters [26]. An adequate amount of this filtrate was diluted to 10 ml.

For the analysis of cleaning towels, an adaptation of the proce-
ure proposed by Saad et al. [27] was applied. An adequate amount
typically 3 g) was weighed and cut into strips to improve contact
ith the solvent. 25 ml of ACN were added and placed in an ultra-

onic bath for 30 min at 50 ◦C and then the mixture was filtered
hrough a 0.45 �m filter. Finally, the solution was evaporated to
ryness and dissolved with 10 ml of ACN.

In both cases the basic procedure was applied to the samples.
amples were measured in triplicate and the mean peak height
alues were used for data acquisition.

. Results and discussion

The widely used alkyl hydroxybenzoates (as preservatives) are a
ixture of the first four homologues and their resolution requires
separation step. In a previous paper [23] we studied the feasi-

ility of that separation using a monolithic mini-column included
n a flow system with UV detection. Here we combined the sep-
ration ability of monolithic mini-columns with the advantages
f chemiluminescent detection for paraben analysis. The typical

dvantages in terms of selectivity, by choosing the suitable chemi-
uminescent chemistry, and sensitivity, as is usual with an emissive
echnique, were observed. Next we studied first the chromato-
raphic separation of parabens with an FIA system using simple
pectrophotometric detection, and second, their post-column CL

ig. 5. Manifold used to discuss the CL mechanism: (A) dependence of CL signal with dist
-connector to luminometer; (C) CL record from solutions containing 1 mg l−1 in each par
ulfuric acid and 75 �l of loop volume at a flow rate of 2.5 ml min−1.
ta 79 (2009) 499–506

detection, considering the influence of separation conditions on this
CL detection.

3.1. Separation procedure

As a separative element, a monolithic mini-column, the Chro-
molith commercial guard cartridges, C18 reverse phase silica 5 mm
in length and 4.6 mm diameter was selected. The system back pres-
sure was reduced using tubing with 0.8 mm i.d. being the maximum
flow rate attained 2.6 ml min−1.

The main variable that influenced separation is the carrier com-
position used, typically made up of a buffer and an organic solvent.
As the four parabens have very similar pKa (MP 8.87; EP 8.90; PP
8.87; BP 8.79) [28], pH is not very relevant for paraben separations
for which reason we did not use any buffer. Additionally, we did not
adjust the acidity conditions required for CL reaction (H2SO4 2 M)
to prevent the hydrolysis of parabens during separation.

Of the several carriers tested, the best results were obtained
with ACN/water and MeOH/water mixtures. After comparing both
carriers, we selected the ACN/water solution because it needed
a lower percentage of ACN to obtain the same results than the
MeOH/water carrier. The retention behaviour of parabens is accord-

ing to their polarity: MP < EP < PP < BP (the more methylene groups
the molecule has, the greater the retention time; log P: 1.91 MP;
2.34 EP; 2.94 PP; 3.50 BP [28]), as expected (Fig. 2). Additionally, if
we consider the effect of both solvents in CL detection, we observe
a decrease in CL emission. Thus, 20% MeOH means a decrease in

ance from injection valve to T-connector; (B) dependence of CL signal distance from
abens injected separately. Conditions: Ce(IV) 2×10−2 M, Rho 6G 4×10−4 M, 2 M of
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CL of 34.7% and 15% ACN means a reduction in CL of 5.3%, a similar
effect to that described by Santiago Valverde et al. [29]. This fact
also supports the selection of ACN:water as a carrier.

As Fig. 2A shows, the resolution of four parabens in the mini-
column is possible working in isocratic mode. 18% ACN/H2O can be
chosen, obtaining an analysis time of 600 s. However, the selection
of 12% ACN/H2O produces better CL sensibility, but with an analysis
time of 23.3 min. The increase in the flow rate decreases the analysis
time (500 s at 12% of ACN/H2O) but it is too high, due to the high
retention time for the two last parabens, PP and BP. Consequently,
we selected the maximum flow rate of 2.6 ml min−1 and studied the
minimization of the analysis time by decreasing the polarity of the
carrier, switching after MP and EP were eluted (75 s after injection).
To this end, we introduced a new carrier B composed of ACN/H2O.
In this way, PP and BP are sped up as seen in Fig. 2B, obtaining the
best retention time at 27%.

The consecutive use of these two carriers makes it possible to
obtain a good resolution between all peaks (Rs > 1.2) and a rea-
sonable analysis time (150 s). With carrier A, ACN/water 12%, we
separated MP and EP and with carrier B, ACN/water 27%, PP and BP.
In those conditions, the retention times for the four parabens are
29 s MP, 65 s EP, 104 s PP and 125 s BP.

3.2. Optimization of CL detection

The optimization of the CL conditions was studied indepen-
dently and univariantly for a mixture of the four parabens and
compromise values were selected. In this case, the configura-
tion of the FIA manifold is different from other cases previously
described for CL detection [17,30] in order to prevent the saturation
of the mini-column with Rho 6G which decreases performance.
For this reason we used different flow lines for Rho 6G and the
parabens.

3.2.1. Total flow rate
As seen in Fig. 1, we used two peristaltic pumps for the two

stages of the setup: separation and detection. Since the flow rate
of the pump used for the separation was set at 2.6 ml min−1, we
studied the dependence of CL emission with respect to the total
flow rate achieved, by adjusting the flow rate of the pump used for
CL detection. Fig. 3 shows that CL emission increases with the flow
rate up to 5.1 ml min−1, and then decreases. This means that the
maximum CL emission increases as the flow rate does when the
reaction is produced closer to the flow cell, but at higher rates, the
CL emission maxima moves away from the flow cell and the signal
decreases. Thus, we worked at 2.5 ml min−1 for the flow rate of the
pump used for CL detection.

3.2.2. H2SO4 concentration
Detection, which involves Ce(IV) and different fluorophores such

as Rho 6G, requires strong acidic conditions, coming in this case
from the H2SO4 used for the Ce(IV) solution. Fig. 4A shows a maxi-
mum emission at 2 M H2SO4 for all parabens. This behaviour is due
to the fact that the higher the H2SO4 concentration, the higher the
hydrolysis of parabens, increasing the signal according to the CL
mechanism [17]. The explanation for this is shown in the following
mechanism section.

3.2.3. Loop volume
We studied loops of different lengths, and consequently differ-
ent volumes, from 20 to 150 �l. As is usual with chromatography,
the width of the peak increased and the resolution decreased at
higher volumes. Additionally, Fig. 4B shows a small increase in the
CL signal with the loop volume. When the loop volume increased
from 20 to 150 �l, the chromatographic parameters increased; thus
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Table 2
Comparison of determination of paraben mixtures in cosmetics samples with different analytical techniques.

Method Compounds Range (�M) LOD (�M) Precision (%) Application Reference

DAD detection

Electrophoresis

MP 3.0–49 2.1 2

Cosmetics [36]
EP 3.5–57 1.8 1
PP 3.3–54 1.4 1
BP 3.6–58 2.9 1

LC

MP 6.6–26 0.1 2

Cosmetics [37]
EP 6.0–240 0.2 3
PP 5.5–221 0.2 3
BP 5.1–205 0.2 2

FIA mini-column

MP 32–823 31.7 1

Cosmetics [23]
EP 38–658 11.5 3
PP 57–1070 17.3 3
BP 112–1970 33.7 4

CL detection

FIA (no separation)

MP 0.003–0.9 0.002 1

Food [17]
EP 0.02–3 0.01 1
PP 0.03–5 0.01 2
BP 0.04–4 0.03 2

LC

MP 0.03–46 0.01 3

Cosmetics [26]
EP 0.03–54 0.02 2
PP 0.03–55 0.02 2
BP 0.03–51 0.03 2
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FIA (mini-column)

MP 1–330 0.02
EP 0.9–330 0.03
PP 0.8–100 0.02
BP 0.8–100 0.04

he retention time (13.7%); height (101.7%); area (116.3%); band-
idth (16.2%); resolution (3.3); analysis time (14.3%). Volumes

reater than 150 �l give strongly overlapping results (Rs < 0.5).
e selected 75 �l as the optimum loop volume as a compromise

etween the analytical the analytical signal, analysis time and band-
idth.

.2.4. Cerium(IV) concentration
The effect of Ce(IV) concentration on the CL intensities

f parabens was examined. Different concentrations between
×10−3 and 6×10−2 M were used obtaining the best CL signal for

he parabens at 2×10−2 M (Fig. 4C). The decrease of the signal at
igher Ce(IV) concentrations has been described in the literature
nd ascribed either: (1) to an absorption of radiation by the excess
f yellow Ce(IV) solution [17] or (2) to the fact that the maximum
f the reaction occurs before the solution reaches the luminometer
ecause the reaction rate increases with Ce(IV) concentration [14].

n order to study the reason of this influence, we performed an indi-
ect experiment using a new FIA manifold (Fig. 5). We observed that
n increase in distance B (>5 cm) decreased the CL signal (Fig. 5B),
ue to the fact that the maximum CL emission occurred inside
he tubing, before reaching the flow cell, when we increased its
ength at a constant Ce(IV) concentration, which agrees with the
ypothesis of Liu and Huang [14].

.2.5. Rhodamine 6G concentration
The concentration of aqueous Rho 6G, studied from 10−4 to
×10−4 M, also affected the CL signal (Fig. 4D). As the working
oncentration, we selected 4×10−4 M because of its better repeata-
ility. When the concentration of Rho 6G increases, the CL emission
ecreases slowly because of the formation of nonfluorescent dimers

f Rho 6G which act as an efficient quencher of the monomer [31].

.2.6. Ionic strength
Ionic strength was studied by adding different amounts of NaCl

o the carrier (up to 0.25 M), having, as could be expected for these
6

Cosmetics This paper
4
4
6

analytes, no influence on the retention times, although a small influ-
ence in peak height was observed (for MP, PP and BP increases
2.1%, 7.6% and 7.6%, respectively, and for EP a 5.1% decrease). Con-
sequently, no salt was added to the carrier.

3.3. Chemiluminescence mechanism

The mechanism of the Ce(IV)–Rho 6G reaction has been studied
extensively in the literature [13,14,30,32] and its reaction mecha-
nism with parabens has been discussed by Zhang et al. [26] and Cui
et al. [17]. Here we discuss the mechanism and offer some additional
data to confirm it.

When Ce(IV) reacts with Rho 6G a small chemiluminescent
emission occurs, as can be observed by the small peak at the begin-
ning of the CL record in Fig. 5C. This emission is due to the redox
reaction:

Ce(IV) + Rho 6G → Ce(III)∗ +Rho 6Gox (1)

The Rho 6Gox is nonfluorescent [33] and the Ce(III) is in excited
state. This Ce(III)* can return to this fundamental state with a small
CL emission, but in the presence of fluorophore Rho 6G transfers its
energy, emitting more fluorescence [30]:

Ce(III)∗ +Rho 6G → Ce(III) + Rho 6G∗ → Rho 6G+h� (2)

The addition of a phenolic compound, as is the case with parabens,
to this redox reaction strongly increases the CL emission. For
parabens, it has been suggested that the reaction is due to the
p-hydroxybenzoic acid (PHBA) generated by acidic hydrolysis:

paraben + H2SO4→ PHBA + RH (3)

where RH is the corresponding alcohol.
Produced PHBA is easily oxidized by Ce(IV) producing
Ce(III)* [17] giving the corresponding oxidation products that
consists of 3,4-dihydroxybenzoic acid, 1,4-hydroquinone and 1,4-
benzoquinone [34], indicated as PHBAox in the following equation:

Ce(IV) + PHBA → Ce(III)∗ +PHBAox (4)
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Table 3
Recovery results obtained for the paraben mixtures in cosmetics.

Compounds Samples

Cleaning mousse Cleaning towels

Spiked level
(mg g−1)

Recoverya (%) Spiked level
(mg g−1)

Recoverya (%)

MP 0.22 111.4 ± 7.6 1.56 107.2 ± 2.8
EP 0.34 92.1 ± 8.5 0.48 83.3 ± 2.9
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his Ce(III)* in the presence of Rho 6G gives rise to a more intense
mission because of the higher Ce(III)* production from PHBA [13]
Eq. (2)).

Indeed, we observed that PHBA produced the CL emission, but
e checked that different parabens working at the same concentra-

ion (see Fig. 5C) produced a different CL intensity. This apparently
ontradictory result could be ascribed to the different hydroly-
is rate of each paraben. An increase in the alkyl chain length
f parabens increases their resistance to hydrolysis [19], which
ecreases when the carbon chain does, lowering the CL signal, data
hat agrees with the enzymatic hydrolysis study of parabens by
alkova et al. [35]. Thus, each peak in Fig. 5C corresponds to the
HBA coming from a different hydrolyzed paraben.

To support the above mechanism, it is assumed that those Eqs.
1) and (4) occur at the same time, but in a different extension, and
hus we used different FIA manifolds, shown in Fig. 5, to test this
ssertion. If Ce(IV) is mixed first with parabens, a higher hydrolysis
nd more CL emission occur. We observed this behaviour when
e used a short tube from the injection valve to the T-connector

Fig. 5A), because at this length (15 cm) there is no time to complete
he mixing of the Rho 6G with the paraben in the flow line. When
ll the reagents are mixed together (Fig. 5A, length tube >60 cm)
he CL emission is lower due to lower Ce(III)* production because
qs. (1)–(4) occur at the same time.

.4. Analytical parameters

The calibration functions for each paraben were obtained using
ight standards and three replicates each and all responded to a
inear function with the form: I = aX + b.

Table 1 presents the analytical parameters for the proposed

araben determination. The limit of detection (LOD) (K = 3) and the

imit of quantification (LOQ) (K = 10) of the method were established
ccording to IUPAC. The sampling frequency was approx. 20 h−1.
rom Table 1 it is apparent that the use of the peak area as the
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nalytical parameter presents more sensitivity but lower repeata-
ility than using the peak height. For that reason, we chose the
eak height, as is usual with chemiluminescent methods, for the
nalytical applications.

Comparing the analytical characteristics of the different meth-
ds for paraben analysis found in the literature (Table 2), we
bserved that the LC shows the highest lineal range when compared
o low pressure flow techniques and capillary electrophoresis.

oreover, the use of CL detection decreases the LOD in general
tenfold lower) as well as the repeatability, and increases the lineal
ange (one range). The coupling of chemiluminescence for detection
n separation techniques improves the analytical determination of
arabens.

.5. Analytical applications

The proposed method was applied to cosmetics samples (clean-
ng towels and cleaning mousse). One of them contained only three
arabens (cleaning towels) and the other contained the four (clean-

ng mousse) (Fig. 6).
For the extraction of parabens in the cosmetics products studied,

e used an adaptation of the procedure based on ACN proposed by
aad et al. [27] for the cleaning towels and on the use of MeOH for
he cleaning mousse [26]. The quantitativeness of the extraction
rocedures was tested through the addition of known amounts of
ach paraben. Recoveries of the different parabens (Table 3) ranged
etween 92.0 and 111.4%.

Table 4 shows that the proposed CL method is validated by com-
arison with an LC reference method [25].

The proposed method has several advantages over the usual LC
ethod: it uses very simple, fast instrumentation that is cheaper

nd has better detection limits. The drawbacks of this methodology
oncern its lower precision and limited capacity for separation due
o the column length, although it is sufficient for the determination
f these parabens.

. Conclusions

We succeeded in separating the mixture of four parabens MP,
P, PP and BP using a low pressure chromatographic system with
n ultra-short monolithic column (5 mm) with chemiluminescent
etection. The use of chemiluminescent detection based on the
e(IV)–Rhodamine 6G chemistry improves the lineal range and

owers the detection limit some two orders of magnitude with
espect to spectrophotometric detection while maintaining the pre-
ision. CL detection increases the sensitivity of the method for its
pplication to cosmetics analysis. The results were chemometri-

ally validated and compared with an LC reference method. The
escribed method is practical, simple, rapid and inexpensive and
an determine the parabens at �g l−1 with a precision between 2
nd 6%. This method shows a short analysis time (150 s) and is easy
o maintain.
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a b s t r a c t

An analytical approach based on hyphenated techniques was used for studying the speciation of cadmium
and lead in Pisum sativum. Proper preservation conditions were employed to avoid the oxidation of –SH
groups and corresponding decomposition of metal-binding complexes. SEC column was washed with
ccepted 8 April 2009
vailable online 22 April 2009

eywords:
hytochelatins
PLC–ICP-MS

5 mM beta-mercaptoethanol and then samples were analysed using ICP-MS as a detector. Results showed
that cadmium is the inhibitor of lead uptake. HPLC–ESI-MSn assays revealed fragmentation pathways of
phytochelatins.

© 2009 Elsevier B.V. All rights reserved.
PLC–ESI-MSn

isum sativum

. Introduction

Trace elements play an important role in the functioning of life
n our planet. Some of them can be highly toxic, whereas others can
e essential. These effects are very often related to particular form

n which the element is present [1]. Often these different chemical
orms of a particular element or its compounds are referred to as
species”.

Cadmium and lead are widespread heavy-metal pollutants
eleased into the environment by human activities. The presence of
b2+ and Cd2+ in the environment leads to numerous disturbances
n many metabolic processes in plants. Inhibition of growth is a

ajor symptom.
Higher plants, algae and some fungi respond to potentially toxic

evels of metal ions mainly by the chelation and sequestration of the
xcess of the element into harmless compounds. When exposed
o heavy-metal ions, plants induce thiol peptides to protect cell
tructures against toxicity [2]. Phytochelatins (PCs) (III class met-
llothioneins) prevail over other thiols and are the most important
mong such peptides. PCs are short non-protein heavy-metal-
inding peptides, the synthesis of phytochelatins takes place under

he influence of heavy metals in most plants. Its general structure
s (�Glu-Cys)n-Gly (n = 2–11) [3]. PCs are synthesized through the
ction of the enzyme PC synthase [EC 2.3.2.15] in which glutathione
nd its homologs are the substrates, this enzyme is constitutively

∗ Corresponding author. Fax: +48 61 8658008.
E-mail address: danutaba@amu.edu.pl (D. Barałkiewicz).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.04.026
present in the cytoplasm of plant cells [4]. The presence of heavy
metals is essential for the biosynthesis of PCs to proceed. The cad-
mium ions are the most efficient activator of PC synthase between
the metals belonging to groups 11–15 in the fourth, fifth and sixth
period in the periodic table. Phytochelatins and glutathione chelate
metal ions and, then, as low-molecular complexes LMW-HM, they
are transported into the vacuole. There, they are released and form
solid complexes with, for instance, organic acids or long-chained
PCs or S2−, thus forming high-molecular complexes HMW [15].
Apart from the main PCs family one can find other groups of
phytochelatins in different plant species like homo-phytochelatins
(�Glu-Cys)n-�Ala or iso-phytochelatins (�Glu-Cys)n-Glx).

Hyphenated techniques, such as HPLC–ICP-MS and HPLC–ESI-
MSn seem to be the best analytical instruments to study metal
speciation in plants. They were applied in phytoremediation
research as well as in the understanding of metal accumulation
mechanism [5–9].

ICP-MS is the best detector for the determination of not only total
metal at the trace level but also type or size of compounds engaged
in metal binding [7,10,12,13]. It can be connected with various HPLC
separation techniques, from which SEC is considered to be the
most suitable [10–12]. Recently, Navaza et al. presented SEC–ICP-
MS results on the speciation of cadmium and arsenic in plant [14].
However, they tested these two metals separately. Very few stud-

ies under cadmium binding deal with possible interactions with
other heavy metals. Plants have developed complex mechanisms
to control the uptake and metabolic pathways of different metals
[15]. It is natural that metabolic links between these metals exist
and some of them are well documented [15,16]. Cd2+ ions can inter-
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Table 1
SEC and ICP-MS parameters.

SEC conditions
Column Superdex Peptide 75 HR 10/30

Calibration Cysteine (Mr = 121 Da)
Glutathione (Mr = 307 Da)
Metallothionein (Mr ≈7000 Da)
Human albumin–Fe complex (Mr = 66,000 Da)

Mobile phase 30 mM Tris buffer with 10 mM NaCl (pH 7.4)

ICP-MS parameters
Spectrometer Agilent 7500 ce with Octopole Reaction System
Sampler and skimmer Nickel
Forward power 1320 W
Plasma gas flow rate 14.85 L min−1

Dwell time 1 s
Number of replicate 4
Scanning mode Pulse

2.4. Sample preparation for SEC–ICP-MS analysis

Weighted sample (1 g of root material) was frozen in liquid nitro-
gen and stored in temperature−80 ◦C. Then root sample was ground

Table 2
HPLC and ESI-MS parameters.

HPLC conditions
Column Alltech-Ultima, C18 column,

150 mm×2.1 mm×5 �m
Mobile phase A: 0.5% formic acid in water

B: 95% acetonitrile with 0.5% formic
acid

Flow rate 0.2 mL min−1

Injection volume 20 �L

Gradient program
Time [min] % of B
0 0.2
25 17
32 55
40 55

ESI-MS parameters
94 D. Barałkiewicz et al. /

ere with some Zn-dependent processes [15] due to their chemical
imilarity, for example. Such interactions can be pinpointed using
etection techniques such as ICP-MS or AAS. Protective effect of
elenium against mercury toxicity [12], reduced Zn uptake in Cu
resence [16] or enhanced Pb uptake in Cu presence [17] are just

ew examples.
The HPLC–ESI-MSn technique may be successfully used for the

dentification of metal-binding compounds. Recently, Xuan et al.
pplied this hyphenated technique to the separation and identi-
cation of metal–phytosiderophores complexes. Identification of
ompounds was made on the basis of observed and calculated m/z
alues [18]. It is, however, possible to provide undoubtful identifica-
ion using sequential MSn experiments in conjunction with ion trap
IT). Such assay may reveal complex fragmentation patterns of the
tudied compounds. Such information is invaluable in speciation
nalysis. Speciation analysis is the analytical activity of identifying
nd/or measuring the quantities of one or more individual chemical
pecies in a sample [19]. Depending on possibilities and purposes
t is possible to perform both qualitative and quantitative observa-
ions. Qualitative test are primarily used when particular species
s unknown or accurate result is not important (for example, only
onfirmation of the presence is needed).

In this study, we used hyphenated techniques to identify com-
ounds engaged in Cd and Pb metabolism and to perform analysis
f metal complexes induced in Pisum sativum exposed to cadmium
nd lead. These identified compounds might be the valuable source
f information to study metal accumulation mechanism for biore-
ediation processes.

. Experimental

Analytical grade reagents and deionised, ultrafiltered water
ere used throughout. For RPLC separation method gradient-

rade-pure acetonitrile (JT Baker) was used. For sample preparation
uprapur HNO3 (Merck) was used. The Branson Model 1210 ultra-
onic bath (USA) was used for metal species extraction from plant
issues. The Heraeus Instruments (Germany) Model Biofuge fresco
efrigerated ultracentrifuge was used for the separation of the
upernatant from plant tissues.

.1. ICP-MS and SEC conditions

For peptide separation the size-exclusion Superdex Peptide 75
R 10/30 (Pharmacia Biotech, Sweden) column was used. Its exclu-

ion limit is 100 kDa (an optimum separation range is 3–70 kDa).
he column was calibrated with cysteine (Mr = 121 Da), glu-
athione (Mr = 307 Da), metallothionein (Mr≈7000 Da) and human
lbumin–Fe complex (Mr = 66,000 Da). The column was washed for
0 min with 30 mM Tris buffer (pH 7.4) with 5 mM BMSH before
ach separation to remove metal ions adsorbed on the stationary
hase. 30 mM Tris buffer with 10 mM NaCl (pH 7.4) was an eluate.

The ICP-MS instrument was an Agilent 7500ce ICP mass spec-
rometer (Agilent Technologies, Tokyo, Japan), which was used as
n element specific detector for scanning metal content in plant
ample. SEC eluate was introduced into ICP-MS system through
abington nebuliser fitted in Scott’s spray chamber. ICP-MS mea-
urement conditions are listed in Table 1. Isotopes monitored
ere 111Cd, 112Cd, 114Cd and 206Pb, 207Pb, 208Pb. The calibra-

ion graphs were obtained for metal concentration within range
.1–100.0 �L−1.
.2. HPLC–ESI-MS conditions

Chromatographic separations were performed using a Model HP
100 gradient HPLC pump (Agilent Technologies, Germany) as the
elivery system. Injections were made using a Model 7725 injection
Isotopes monitored 111Cd, 112Cd, 114Cd, 206Pb, 207Pb, 208Pb
Internal standards 45Sc, 115In, 133Cs
Nebulizer Micromist

valve with injection loop 100 �L (Rheodyne, Cotati, USA) for SEC
analysis. LC analysis of plant extracts in connection to ESI-MS was
performed using a 20-�L loop. RPLC separation was carried out on
C18 column, 150 mm×2.1 mm (Alltech-Ultima) in gradient mode.

The ESI-MS experiments were performed using ion trap mass
spectrometer Esquire 3000 (Bruker Daltonics, Germany) equipped
with an electrospray ion source. Conditions and parameters are
presented in Table 2.

2.3. Sample material

Plants of pea (P. sativum) var. ‘Kwestor’ were soaked in water
for 4 h and then germinated in the dark at 24 ◦C for 3 days. After
that seedlings were grown hydroponically in Hoagland solution.
Seven-day-old seedlings were exposed to Pb (0.5 mmol L−1), Cd
(0.1 mmol L−1) and Pb + Cd (both 0.1 mmol L−1) ions. The ions were
added as a Pb(NO3)2 and CdCl2. Plant material was sampled after
96 h of incubation with metals, roots were separated, washed and
immediately frozen.
ESI source voltage 4 kV
Nebulisation pressure 30 psi
Dry gas flow 9.0 L min−1

Temperature 310 ◦C
m/z range for data acquiring 50–1200
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Table 3
Microwave oven program.

Time [min] Power [W]

0 0
2 100
4 100
6 250

10 250
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13 450
20 450
∼60 Cooling

ith mortar and pestle with the addition of 30 mM Tris–HCl (pH
.4) dedicated to water-soluble metal complexes. The pH of used
olution should be neutral to avoid breaking up of metal–peptide
omplex. The extracts were sonificated and centrifuged twice
15 min at 15,000 rpm). The separated supernatant was filtered
ith 0.45 �m syringe filter and injected on size-exclusion column

mmediately.

.5. Sample preparation for total metal concentration analysis

Roots were left to dry on air, weighted and ground with mortar
nd pestle. Samples were mineralized with 1 mL of HNO3 and 4 mL
f water in microwave oven. Mineralization program is presented
n Table 3. Mineralized samples were diluted to 10 mL with water
nd analysed with ICP-MS.

.6. Sample preparation for HPLC–ESI-MSn analysis

Weighted sample (0.5 g of frozen root material) was ground with
ortar and pestle with the addition of 5% sulfosalicylic acid. The

omogenate was centrifuged twice (10 min at 10,000 rpm) at 4 ◦C.
he separated supernatant was filtered with 0.45 �m syringe filter.

. Results and discussion

.1. Effect of exposure to Cd and Pb to the metal speciation in pea
oots

The comparison (Fig. 1) between the SEC–ICP-MS chro-
atograms showed differences in elution times and the intensities

f Cd and Pb signals in examined root extracts. While the mobile
hase was buffer at pH 7.4 to stabilize metal–peptide complexes,
till very little of Pb (0.2–1%) and Cd (3–8%) was extracted from
he root samples. Total amount of Pb in root samples was between
.7 and 30 mg g−1 and Cd concentration was around 0.9–2.7 mg g−1

Table 4). The most of the heavy-metal ions were bonded among
thers to the cell wall compounds as lignin, pectin or mugenic acid,
nd only about 1% of total accumulated by plant metal penetrate

hrough cell wall and membrane to cytosol [20]. Recovery of cad-

ium for SEC was established as 70% and 62% for Pb. In plants
xposed to Cd and Cd + Pb, cadmium eluted mainly in two peaks.
he metal complex stability depended on the few main factors such

able 4
admium and lead concentration in pea roots and plant extracts.

admium and lead
ose [mM]

Total Cd concentration
[mg g−1]

Total Pb concentration
[mg g−1]

.1 Cd 2.67 –

.5 Pb – 30.31

.1 Cd + 0.1 Pb 0.89 2.68

oncentration of Cd and Pb in root extracts (% of total metal amount)
0 mM Tris–HCl,
H 7.4

0.07–0.10 (3–8%) 0.03–0.08 (0.2–1%)
Fig. 1. Size-exclusion HPLC chromatograms with ICP-MS selective detection of Cd
and Pb of pea root extracts.

as pH, temperature and total analysis time. The conditions of extrac-
tion and separation were determined in previous experiments (data
not included). The similar research was done for Cd-PCs [21,22] or

As-PCs [23].

Former is related to cadmium complex with bioligand of molec-
ular mass higher than 12 kDa and can be observed both in Cd and
Cd + Pb extracts. This finding corresponds with the results of other
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Fig. 2. HPLC–ESI-MSn chromatogram o

esearchers [5–7,24]. The latter was better divided in Cd extract and
s related with metal complex of molecular mass between 10 and
2 kDa.

As for Cd, there were no larger differences in SEC–ICP-MS chro-
atograms between plants cultivated with one or two metals. Peak
hich eluted first – molecular mass 66 kDa – appeared in sam-
les with Cd and Pb but, as for Pb, it was nine times higher than
admium bioligand. Pb was eluted in one peak from size-exclusion
olumn and was six times higher in plant extract exposed to Pb

han to Cd/Pb. It affirmed our previous studies [25] that pea roots
ccumulated strongly higher lead concentration when there was
o cadmium in solution. In studied plants cadmium was rather an

nhibitor of Pb uptake. In pea roots cultivated with both Cd + Pb cad-
ium level was 67% lower than Cd amount in roots of plants treated

Fig. 3. Fragmentation of PC4 from chromat
root with Cd and Pb extract as the EIC.

with 0.1 mM Cd. However the lead amount was over 90% lower than
in roots of plants exposed only to 0.5 mM Pb. The antagonistic inter-
action between cadmium and lead were reported also for other
plants for example mustard [26] but Kadukova et al. [27] observed
positive effect of Cd presence on Pb accumulation in roots of Ner-
ium oleander. These results suggest that the character of interaction
between metals depends also on the plant species. Recently Youn-
Joo et al. showed that the toxicity of cadmium and lead together
does not differ significantly from their standalone presence [28].
3.2. Separation and identification of phytochelatins in P. sativum

Identification of target compounds in extracts was done with
HPLC–ESI-MSn analyses in positive and negative ion mode. HPLC

ographic peak observed at EIC 1004.
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hromatograms were observed as extracted ion current (EIC) for
he following values: 540, 772 and 1004 m/z ratios which cor-
espond with PC2, PC3 and PC4, respectively (Fig. 2). Each peak
as analysed with ESI-MS with ion trap (IT). Protonated molecules

M+H]+ outweighed the others. It was possible to use the ion
rap for deeper scan of phytochelatins’ ions and perform mul-
iple CIS MS/MS experiment, either. The most intense daughter
ons in the MS spectra were chosen for further fragmentation. As

result we obtained MSn spectra (Fig. 3) which definitely con-
rmed the presence of phytochelatins. One can notice that m/z
atios of signals from daughter ions correspond with the structure of
hytochelatins.

Identification of phytochelatins was also carried out with
SI-MS spectra obtained for the whole sample instead single
hromatographic peaks (Fig. 4). Based on the m/z ratio follow-
ng phytochelatins were identified: PC2 (m/z 540), PC3 (m/z 772)
nd PC4 (m/z 1004). Moreover, ESI-MS mass spectra confirmed

hat hPC2 (m/z 554), hPC3 (m/z 786), PC2-�Glu (m/z 411) and
C3-�Glu (m/z 786) are present in samples (Fig. 4). In plants
ultivated with cadmium we observed the most intensive sig-
als for PC3 and PC4, while in plants treated with lead for PC2.

ig. 4. Electrospray mass spectra of plant tissue (exposed to Cd and Pb) extracts.
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These agree with the results of Srivastava et al. who studied
the synthesis of phytochelatins in response to cadmium stress
in Cuscuta reflexa [29]. The presence of phytochelatin in plants
exposed to cadmium was strictly connected with metal detox-
ification and sequestration. In plants cultivated with lead were
not observed as Pb-PCs complexions. This suggests another role
of phytochelatin, in plants cultivated with lead we observe and
also identify using HPLC ESI IT MS oxidised form of PCs (data
not included). Probably phytochelatins play role as antioxidants
in lead treated plants [30]. In pea root extracts phytochelatins
and homo-phytochelatins were determined. This analytical pro-
cedure allowed for the identification of phytochelatins and PC
homologs.

4. Conclusions

Size-exclusion chromatography coupled to ICP-MS detection is
the proper technique for screening metal complexes in plants.

Electrospray mass spectrometry allows the identification of phy-
tochelatins in extracts from roots of pea plants. Ion trap enables
the determination of the amino acid sequence of PCs and unam-
biguous identification of thiol compounds. In our previous studies
[20,25] total concentration of phytochelatins in pea samples was
determined by HPLC with their post-column derivatization. Identi-
fication of respective PCs and hPCs was not possible due to the lack
of standards.

Presented results provide new information about cadmium and
lead complexes and their interactions in P. sativum. These knowl-
edge might be very usuful for use pea plant in bioremediation in its
climate zone.
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a b s t r a c t

The enzymes present in raw materials of the cleaning industry (enzyme industrial concentrates) and in
household cleaners were isolated by precipitation with acetone and hydrolyzed with HCl. The resulting
amino acids were derivatized with o-phthaldialdehyde, and the derivatives were separated by HPLC.
The peaks of 14 amino acids were observed using a C18 column and a multi-segmented gradient of
eywords:
mino acid profiles
ousehold cleaners
nzyme class identification

acetonitrile-water in the presence of a 5 mM citric/citrate buffer of pH 6.5. Using either normalized peak
areas (divided by the sum of the peak areas of the chromatogram) or ratios of pairs of peak areas as
predictor variables, linear discriminant analysis models, capable of predicting the enzyme class, including
proteases, lipases, amylases and cellulases, were constructed. For this purpose, both enzyme industrial
concentrates and detergent bases spiked with them were included in the training set. In all cases, the

n set,
lassifi
PA derivatization
inear discriminant analysis

enzymes of the evaluatio
cleaners were correctly c

. Introduction

Today, enzymes are important components of most laundry and
ishwasher cleaners, spot removers and other household prod-
cts [1]. In fact, enzymes for cleaning products constitute the

argest division of the world market for industrial enzymes [2].
sing enzymes, substantial reductions of washing times and tem-
eratures, with the subsequent savings of water and energy are
chieved. Further, the concentrations of surfactants and harsh
hemicals as alkalis and strong oxidants are reduced [1], with the
dditional benefit of a better care of fabrics during washing. Mainly
roteases, amylases, lypases and cellulases are used in the formula-
ions. Proteases are used to remove protein-rich soil stains (as blood
nd grass), amylases are addressed to solubilise starch-containing
tains, also preventing starch from adhering to fabrics and dishes,
ypases help in removing fat and edible oil stains, and cellulases are
sed to remove fuzz and little balls of fibers from the surface of cot-
on fabrics. In spite of their interest in the detergent industry, and
n environmental and toxicological studies [3], identification and
uantification methods for enzymes in cleaning products have been
carcely investigated. Enzymes are commonly detected and quanti-

ed by monitoring the hydrolysis of a substrate, or by precipitation
ith an antiserum [1,2,4–6].

Enzymes of different classes largely differ in molecular struc-
ure, also having rather dissimilar amino acid profiles, which can be

∗ Corresponding author. Tel.: +34 963 543 003; fax: +34 963 544 436.
E-mail address: ramis@uv.es (G. Ramis-Ramos).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.048
including industrial concentrates, spiked detergent bases and commercial
ed with assignment probabilities higher than 99%.

© 2009 Elsevier B.V. All rights reserved.

useful for enzyme class identification. After hydrolysis, the amino
acid concentration profile of the enzyme can be established by
a variety of analytical techniques, including gas chromatography
previous derivatization with ethyl chloroformate [7,8], or with a
silylating reagent [9], automated ion exchange chromatography
previous hydrolysis [10], and a variety of HPLC methods [11–19].
Among these, RP-HPLC with pre-column derivatization using either
phenylisothiocyanate or o-phthaldialdehyde (OPA), in the pres-
ence of a reagent containing an –SH group, is most frequently
used [11]. Using OPA, isoindoles, which can be detected by either
UV–vis spectrophotometry [16], fluorimetry [12,14,19] or electro-
chemical techniques [13], are quickly and easily obtained. Among
the SH-group-containing additives, 3-mercaptopropionic acid, N-
acetylcysteine (NAC) [12,16,20] and ethanethiol [17], which yield
rather stable isoindoles, have been recommended. Amino acid
concentration profiles of protein hydrolyzates have been used to
classify protein-binding media used in works of art [21,22], veg-
etable oils [23], and rice cultivars [24]. The contents of free amino
acids have been also used to classify tea varieties [25] and to
authenticate high quality beer [26]. Multivariate data treatment
techniques, including artificial neural networks [21] and linear dis-
criminant analysis (LDA) [22,23], have been used to construct the
models for class prediction.

In this work, we describe a method for the identification of the

enzyme class in raw materials of the cleaning industry and house-
hold cleaners. The enzymes are first precipitated with acetone and
hydrolyzed with HCl, the resulting amino acids are derivatized with
OPA in the presence of NAC, and their concentration profiles are
established by RP-HPLC with UV–vis detection. Then, either the



276 M. Beneito-Cambra et al. / Talanta 79 (2009) 275–279

Table 1
Class, commercial name and manufacturer of the enzymes used in this work.

Class Commercial name Manufacturer Set

Protease Alcalase 2.5L Novozymes Trainingb

Savinase 16L, Type EX Novozymes Evaluation
Everlase 16L, Type EX Novozymes Evaluation
Esperase 8.0L Novozymes Evaluation
Polarzyme 12Ta Novozymes Evaluation
Bioproteasa L 450 Biocon Training
Bioproteasa L 800 Biocon Training
Enziprot 450L ChemWorld Evaluation
Deterzyme L 660 Enmex Evaluation
Deterzyme Apy L 560 Enmex Evaluation
Properase 1600L Genencor Evaluation
Purafect Prime HA Genencor Evaluation
Properase 4000Da Genencor Evaluation
Excellase 2250Da Genencor Evaluation
Purafect OX 8000Da Genencor Evaluation

Amylase Termamyl Ultra 300L Novozymes Trainingb

Duramyl 300L, Type DX Novozymes Evaluation
Stainzyme 12L Novozymes Training
Enziamilasa ChemWorld Training
Purastar ST 15000L Genencor Evaluation
Purastar ST 6000Da Genencor Evaluation

Cellulase Endolase 5000L Novozymes Evaluation
Carezyme 4500L Novozymes Trainingb

Celluzyme 0,7Ta Novozymes Evaluation
Deterzyme CL-5 Enmex Training
Puradax HA 400Ea Genencor Evaluation
Puradax EG 7000L Genencor Training

Lipase Lipolase 100L, Type EX Novozymes Training
Lipex 100L Novozymes Trainingb

Lipolase 100Ta Novozymes Training

n
t
p
p

2

2

a
h
r
(
r
t
(
t
(
(
c
g
i

d
l
a
h
s
Q
p
T

Table 2
Composition of the two detergent bases used in this work (wt%).

Component I II

Sodium lauryl sulfate 5 10
Oleine 10 5

cated above. In all cases, after hydrolysis, the residue was shaken
with 5 mL of a 1:1 ethanol/aqueous 0.1 M HCl mixture. The suspen-
sion was passed through a 0.45 �m Nylon filter and derivatized,
or stored at −20 ◦C until use. Two aliquots of each enzyme indus-

Table 3
Optimal multi-segmented gradient accomplished by mixing 5% (A) and 50% (B)
MeCN/water solutions, both buffered at pH 6.5 with 5 mM sodium citrate/citric acid.

Time (min) A (%) B (%)

0 100 0
Lipex 100Ta Novozymes Evaluation

a Samples supplied as granular solids, the other samples were liquid concentrates.
b Used both as supplied and to spike the detergent bases of Table 2.

ormalized peak areas (divided by the sum of the peak areas of
he chromatogram), or ratios of pairs of peak areas, are used as
redictors in the construction of LDA models for enzyme class
rediction.

. Experimental

.1. Reagents and samples

Reagent grade acetone, absolute ethanol, sodium hydroxide,
cetonitrile (MeCN) (HPLC grade, Scharlau, Barcelona, Spain) and
ydrochloric acid (37%, Panreac, Barcelona) were employed. Other
eagents were o-phthaldialdeyde (OPA), N-acetylcysteine (NAC)
Fluka, Buchs, Switzerland), boric acid (Panreac, Barcelona) and cit-
ic acid (anhydrous, Sigma, St. Louis, MO, USA). Glycine (Gly) and
he following levo-amino acids were used as standards: Alanine
Ala), arginine (Arg), aspartic acid (Asp), glutamic acid (Glu), his-
idine (His), isoleucine (Ile), leucine (Leu), lysine (Lys), methionine
Met), phenylalanine (Phe), serine (Ser), threonine (Thr), tyrosine
Tyr), valine (Val) and cysteine (Cys) (Sigma). Tryptophan, which is
ompletely destroyed during acid hydrolysis, and asparagine and
lutamine, which are converted into Asp and Glu [27], were not
ncluded in this study.

The enzyme industrial concentrates of Table 1 were kindly
onated by Novozymes (Bagsvaerd, Denmark), Biocon (Banga-

ore, India), ChemWorld (Barcelona), Enmex (Tlalnepantla, Mexico)
nd Genencor (Rochester, NY, USA). Polyethoxylated fatty alco-

ols (Dehydol LT-7, Cognis, Düsseldorf, Germany), sodium lauryl
ulfate, oleine and sodium cumene sulfonate (kindly donated by
uímicas Oro, San Antonio de Benegéber, Spain), were used to pre-
are two detergent bases with the composition given in Table 2.
wo commercial laundry cleaners containing protease (composi-
Polyethoxylated fatty alcohols 10 15
Sodium cumene sulfonate 5 5
Water 70 65

tion declared by the manufacturers) were purchased at the local
market.

2.2. Instrumentation and working conditions

A chromatograph (HP 1100, Agilent, Waldbronn, Germany) com-
posed by the following modules: quaternary pump, degasser,
thermostated column compartment, automatic sampler and
UV–vis variable multiwavelength detector, was used. A Kromasil
C18 column (250 mm×4 mm I.D., 5 �m particle size, Análisis Víni-
cos, Tomelloso, Spain) was used. Elution gradients, including the
optimized multi-segmented gradient of Table 3, were accomplished
by mixing 5% and 50% MeCN solutions (mixtures A and B, respec-
tively), both buffered with 5 mM citric acid/sodium citrate at pH 6.5.
Flow rate was 1 mL min−1, and 5 �L aliquots were injected. Detec-
tion was performed at 335 nm. Peak areas were measured with
the ChemStation-LC v.10.02 software (Agilent). Excel (Microsoft)
was used to normalize the variables, and to transfer them to the
SPSS software (v. 12.0.1, Statistical Package for the Social Sciences,
Chicago, IL, USA) for LDA model construction.

2.3. Procedures

The enzymes were hydrolyzed according to a procedure adapted
from literature [7,22]. Enzyme liquid concentrates were processed
as follows: About 1 g was weighed, 4 mL acetone was added, and the
precipitate was isolated by centrifugation. The supernatant was dis-
carded, 200 �L 12 M HCl was added and the tube was vortex shaken,
well closed with a PTFE patch screw-cap (vacuum was not used),
and kept at 110 ◦C in an oven with forced air circulation for 24 h.
For granular solid concentrates, about 1 g was weighed, 5 mL water
was added, and the suspension was sonicated for 15 min. After
centrifugation, 1 mL of the supernatant was taken, and enzyme
precipitation and hydrolysis was accomplished as described above
for liquid concentrates. About 5 g of the detergent bases of Table 2
and the commercial cleaners were weighed. Previous precipitation,
the detergent bases were spiked with either 50 �L or 50 mg of liq-
uid or granular industrial concentrates of enzymes, respectively.
Then, the enzymes were precipitated by shaking with 20 mL ace-
tone. The precipitate, isolated by centrifugation, was dissolved in
1 mL water, reprecipitated with 4 mL acetone, and treated as indi-
28 72.5 27.5
36 70 30
42 44.4 55.6
50 42.4 57.6
55 0 100
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rial concentrate, spiked detergent base and commercial sample
ere hydrolyzed, the two hydrolyzates were diluted as indicated

nd derivatized, and an aliquot of each one was injected.
The derivatization reagent, containing 1.25×10−2 M OPA and

.5×10−2 M NAC, was buffered with 1 M boric acid/sodium borate
t pH 9.5. This mixture, protected from light with aluminium foil,
as stored at 4 ◦C and renewed weekly. Aliquots of 100 �L of the
ydrolyzates were mixed with 1 mL OPA–NAC solution. To iden-
ify amino acid peaks along the chromatograms, stock solutions
ontaining an amino acid or mixtures of two or three amino acids
1000 �g mL−1 each) were prepared, and aliquots were derivatized
s indicated. After derivatization, these solutions were both directly
njected or used to spike the hydrolyzates when required.

.4. LDA modelling and stepwise algorithm for selection of
redictors

LDA, a supervised technique for class prediction, is widely rec-
gnized as an excellent tool to obtain vectors showing the maximal
esolution between classes or categories. In LDA, vectors minimiz-
ng the Wilks’ lambda, �w, are obtained [28]. This parameter is the
um of squares of the Euclidean distances between points belong-
ng to the same category, divided by the total sum of squares,
ll the distances being calculated along the vectors which consti-
ute the model. Values of �w approaching zero are obtained with
ell-resolved categories, whereas the presence of at least a pair

f partially overlapped categories made �w to approach one. Up
o N−1 discriminant vectors are constructed by LDA, being N the
owest value of either the number of predictors or the number of
ategories.

To select the predictors to be included in the models, the SPSS
tepwise algorithm was used. The inclusion of a predictor signifi-
antly contributing to increase the discriminating capability of the
odel makes �w to decrease. According to the stepwise algorithm,
predictor is selected when the reduction of �w produced after

ts inclusion in the model exceeds an entrance threshold, Fin. How-
ver, the entrance of a new predictor modifies the significance of
ll the predictors which are already present in the model. For this
eason, after the inclusion of a new predictor, a rejection threshold,
out, is used to decide if a predictor should be removed from the
odel. The process terminates when there are no predictors enter-

ng or being eliminated from the model. The default values of Fin
nd Fout provided by SPSS, 3.84 and 2.71, respectively, were initially
dopted.

. Results and discussion

.1. Optimization of OPA–NAC derivatization and
hromatographic conditions

The conditions for OPA–NAC derivatization, initially taken from
iterature [29], were further optimized using hydrolyzates of
lcalase 2.5L. First, the OPA concentration was increased, while
oth an OPA/NAC molar ratio of 1:2 and an OPA–NAC/hydrolyzate
atio (v/v) of 10:1 were maintained at fixed values. The peak
reas increased when the OPA–NAC concentration increased from
.5×10−4 M [29] to 1.25×10−2 M. Then, 1.25×10−2 M, close to the
PA solubility in water [30], was selected. Owing to the increase of

he dilution factor, the peak areas were reduced to ca. 50% when the
PA–NAC volume was increased from 1 to 2 mL, while maintaining

n hydrolyzate volume of 100 �L. The amino acid peak areas also
ecreased when the hydrolyzate volume was increased to 0.5 mL,
hich could be due to a reduction of the reaction yield at the
ecreasing pH of the mixture. Thus, further studies were performed
ith an OPA–NAC/hydrolyzate ratio of 10:1 (v/v). Under these con-
Fig. 1. Chromatogram of a hydrolyzate of Alcalase 2.5L showing the peaks of the
isoindoles of the amino acids and the optimal multi-segmented gradient (dashed
line). Other conditions as indicated in Section 3.1.

ditions, the other enzymes of Table 1 also provided satisfactory peak
intensities.

To optimize the chromatographic separation of the amino acids,
the multi-segmented gradient of Concha-Herrera et al. [29] was
initially used. This consisted of three linear steps where the MeCN
concentration was increased as follows: 5–18.5% (30 min), 18.5–22%
(40 min) and 22–27.5% (10 min). However, with this gradient a few
peaks overlapped at long retention times. Then, careful trial-and-
error optimization of the multi-segmented gradient was carried out
in order to improve resolution between the critical peak pairs. With
the gradient described in Table 3, and as illustrated in Fig. 1, all
the amino acid peak pairs, except the Phe/Leu pair, were baseline
resolved. Also, the Ser peak, which was well resolved in the chro-
matogram of Fig. 1, was only partially resolved from an unidentified
peak (see Fig. 1) in the chromatograms of a few other enzymes. Thus,
to construct LDA models, the Ser peak was not used, and the Phe/Leu
peak pair was jointly measured, 13 peak areas corresponding to 14
amino acids being then selected.

3.2. Data matrices and construction and evaluation of the LDA
models

In order to reduce the variability associated to the total amount
of protein recovered from the samples and to their hydrolysis, nor-
malized rather than absolute values of the peak areas were used.
For this purpose, two normalization procedures were tried. In pro-
cedure A, the area of each amino acid peak was divided by the sum
of the areas of all the amino acid peaks of the chromatogram. In pro-
cedure B, the area of each amino acid peak was divided by each one
of the areas of the other 12 amino acid peaks; in this way, and taking
into account that a pair of peaks should be considered only once,
(13×12)/2 = 78 non-redundant ratios of peak areas were obtained.

To construct LDA models for enzyme class prediction, the train-
ing set was first constituted by the enzyme industrial concentrates
indicated in Table 1. Three enzymes from each one of the four
enzyme classes were selected. As indicated in Section 2.3, two
aliquots of each enzyme were hydrolyzed and injected; however,
only the average of the peak areas of the two injections was included
in the training matrix. In this way, the internal variance of the cate-
gories was reduced, which was important to also reduce the number
of variables selected by the stepwise algorithm during model con-
struction. Therefore, the training matrices were initially constituted

by 12 objects each (3 enzymes×4 enzyme classes×1 average of
two hydrolyzates) and either 13 or 78 variables obtained according
to normalization procedures A and B, respectively.

The resulting LDA models were used to predict the enzyme class
in the two detergent bases spiked with the four enzymes indi-
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Table 4
Predictors and their corresponding standardized coefficients of the optimal LDA
model.

Selected variables f1 f2 f3

Asp/Val 0.92 0.56 −0.55
Glu/His 0.63 −0.76 1.76
Glu/Ala 0.07 1.04 0.82
His/Thr 0.20 −3.77 2.29
Thr/(Leu + Phe) 1.09 0.25 1.46

F
d
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ated in Table 1. Data obtained from a total of 16 chromatograms
ere evaluated (4 enzyme industrial concentrates×2 detergent
ases×2 hydrolyzed aliquots of each mixture). However, the two
odels showed a poor prediction capability (25–30% of correct

ssignments for a 95% probability level) which was attributed to the
atrix effect produced by the anionic surfactants and other compo-

ents present in large concentrations in the detergent bases. Thus,
n order to increase the prediction capability of the models, data
btained with the spiked detergent bases were also included in the
raining set. Thus, the expanded training matrices had 20 objects (3
nzyme industrial concentrates plus 2 spiked detergent bases×4
nzyme classes×1 average of two hydrolyzates), and either 13 or
8 predictors as indicated. Then, the duplicate hydrolyzates of the
nzyme industrial concentrates of Table 1 which were not included
n the training set, plus the duplicated hydrolyzates of the spiked
etergent bases and the two commercial cleaners, were used to
onstruct the evaluation matrices. Thus, the two evaluation matri-
es had 58 objects each (19 industrial concentrates of enzymes plus
spiked detergent bases and 2 cleaning products×2 hydrolyzates

ach).
Using normalization procedure A, an LDA model with 9 vari-

bles, showing an excellent resolution between all the possible
airs of categories (�w = 0.032), was obtained. However, only a 30%
f the samples of the evaluation set were correctly classified by this
odel. On the other hand, using normalization procedure B, an LDA
odel with 8 variables, showing a slightly better value of �w (0.019)
han the previous model (0.032) was obtained. Further, all the 58
amples of the evaluation set were correctly classified, with assign-
ent probabilities higher than 99%. The predictors and respective

tandardized coefficients of the three discriminant functions of this
odel are shown in Table 4. The use of ratios of areas of peak

ig. 2. Score plots on the planes of the first and second (A), and second and third discrim
iscriminant functions (C) of the LDA model of Table 4.
Ala/Tyr −0.45 2.35 −1.70
Ala/(Leu + Phe) −1.26 0.15 0.15
Gly/Ile 0.97 1.47 0.81

pairs as predictors, rather than individual peak areas, prevented
from reliably assigning any particular relevance to the discriminant
capability of individual amino acids.

As observed in Fig. 2A, the variance gathered by dis-
criminant function f1 was mainly associated to the resolu-
tion between the protease class and the rest of the classes
(amylase + lipase + cellulase), whereas discriminant function f2
explained variance associated to the resolution of the amylase class
with respect to the rest of the classes (protease + cellulase + lipase).
Finally, according to Fig. 2B, the lipase class was resolved with
respect to the other classes (protease + cellulase + amylase) mainly
along discriminant function f3. As illustrated in Fig. 2C by using a
plane oblique to the three discriminant functions, all the possible
pairs of classes were very well resolved.
Then, the peak areas of the most stable amino acids (Ala, Arg,
Asp, Glu, Gly, His, Leu, Lys and Phe) were exclusively used as pre-
dictors to construct an LDA model. In this case, the following four
peak area ratios were selected by the stepwise algorithm: Glu/His,

inant functions (B), and on an oblique plane of the 3D space defined by the three
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lu/Ala, His/Ala, Ala/(Leu + Phe). This model gave �W = 0.387, and
he score plots along the discriminant functions showed well-
esolved classes. The resolution between classes was only slightly
ower than that observed in Fig. 2 for the model obtained with the
ight predictors of Table 4.

. Conclusions

An HPLC–UV–vis method for class identification of the enzymes
ound in cleaning products according to the protease, amylase,
ypase and cellulase classes, has been developed. For this purpose,
fter precipitation and hydrolysis, the amino acids were derivatized
ith OPA–NAC and aliquots were chromatographed. A C18 column

nd multi-segmented gradient elution with MeCN/water were used
o separate the isoindoles of the amino acids. An LDA model with
n excellent prediction capability was obtained by using ratios of
he areas of the peaks taken by pairs as predictors, and by including
oth enzyme industrial concentrates and spiked detergent bases

n the training set. All the objects of the evaluation set, including
nzyme industrial concentrates, spiked detergent bases and com-
ercial cleaners, were correctly assigned with a 99% probability.
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etter to the Editor

eply to comments of Tsikas on “Determination of S-nitrosoglutathione and other nitrosothiols by p-hydroxymercurybenzoate
erivatization and reverse phase chromatography coupled with chemical vapor generation atomic fluorescence detection” by
ramanti et al.
r t i c l e i n f o

eywords:
-nitrosothiols
nalytical methods
ear Editor,

We are glad to comment on letter by Tsikas [1] on our recent
aper [2] and further discuss the analytical merits of RSNO deter-
ination in biological samples.
The letter raises primarily two questions which we intend to

ddress: the level of nitrosothiols (RSNOs) and their precursors
etected, and the accuracy of methods for RSNO determination in
uman plasma.

. About the level of RSNOs

The letter has questioned the “high” levels of RSNOs found in
lasma of healthy humans by p-hydroxymercurybenzoate deriva-
ization method [2].

A similar criticism was expressed by Tsikas on papers reporting
ither “too high” [3–11] or “too low” [12,13] RSNO content in plasma
amples.

The main objection of the author to our results is that �M levels
f RSNOs would be “incompatible with human life”. Unfortunately,
his claim is not supported by any reference.

Both in vitro and in vivo studies have reported that the EC50 of
SNOs for vasorelaxation and inhibition of platelet aggregation are
200 nmol/l [14,15], and that the bronchodilator action of RSNOs
as shown to occur at micromolar concentrations [16]. On the

ther hand, recent findings suggest that an increase of 50 nmol/l
n the plasmatic levels of RSNOs (due to S-nitrosoglutathione
r NO infusion as a bolus) leads to a change in the diameter
f conduit and resistance vessels [17]. Furthermore, Tsikas him-
elf determined 60 �M GSNO in rat plasma after 20 min [18]
nfusion, and Hogg et al. observed cardioprotective effects of S-
itrosocysteine (SNOC) after heart 30 min perfusion with 10 �M
NOC [19].
It is clear that RSNO concentration in plasma and its role is still
ubject to active research and far from being conclusive. Thus, the
laim of incompatibility of “high” (0.2–3 �M) GSNO concentrations
ith human life, we believe, is a major departure from the current

cientific knowledge.

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.04.021
2. About the concentration level of precursors of RSNOs

The other issue raised is related to the “high” plasmatic levels of
S-nitrosohomocysteine (SNOhC) and other RSNOs.

Concerning the argument of Tsikas, that the levels of 1000 nM of
SNOhC are too high because they are about one order of magnitude
higher than its precursor (l-homocysteine) levels (100 nM), Tsikas
made the assumption that (l-homocysteine + SNOhC)≤200 nM.
This assumption also implies that SNOhC belongs to reduced
pool of thiols and behaves as a reduced thiol. This is highly
questionable because all RSNOs must be reduced before the deter-
mination of RS fragment both in our methods [2] and in the
method of Tsikas [18]. In healthy individuals, plasma total con-
centration of species containing the RS-moiety of homocysteines
(l-homocysteine + homocystine + SNOhC) ranges from 5 to 12 �M,
1.5–5% is reduced (100–600 nM) [20] and over 97% is in its oxidized
form (70% protein-bound, 30% free disulfide form). This means
that 30% oxidized form comprises homocystine + SNOhC, i.e. about
1.5–4 �M total oxidized form.

It is clear that any assumption on the thiol/RSNO ratio could only
be made when a consolidated methods for RSNOs determination is
available.

3. About the accuracy and validation of analytical method

Tsikas claims that “improper method validation and lacking
method specificity” hinders our method [1].

In the absence of certified reference materials, samples tested
in an interlaboratory exercise, or consolidated analytical meth-
ods/protocols for RSNOs, spike recovery measurement is clearly a
useful tool of method evaluation. It is worth to point out that this
approach has been used by many, including Tsikas in his work on
the determination of GSNO in human and rat plasma [18], which

represents together with ours [2] the only two reports published
in the literature that base GSNO determination on the determi-
nation of RS-fragment. The specificity of the method is rested on
the retention time and on the highly selective elemental detection
of the mercury tag associated with the thiols. The thiol–mercury



alanta

c
d

o
g
b
p
P
S
t
d
t
R
s
t
a

o
t
a
a
b
i
c

R

[
[
[

[
[
[

[

[

[

[

[
[

Letter to the Editor / T

omplexes were also characterized by mass spectrometry as
escribed in the paper.

In our published method we also evaluated the possible sources
f inaccuracy, which could affect the derivatization reaction (para-
raph 3.4.2 Ref. [2]). In brief, NEM is used during sampling step
oth to avoid RSH interference and to eliminate RSH reducing
ower toward Cu(II) [21]. GSSG and other RSSR do not react with
HMB in the presence of ascorbate or in its absence. Thus, both
–S bond and C–S bond are not broken by PHMB/ascorbate reac-
ion in buffer or plasma ultrafiltrate, and RSNOs are selectively
etermined. The working principle of the method, i.e. the simul-
aneous decomposition and derivatization of the thiolic part of
SNOs, which is the basis of our method, is unique. Moreover,
ince PHMB/AA-mediated derivatization of RSNO does not passes
hrough the free thiols, excess NEM does not interfere with the
nalysis.

The additional criterion proposed by Tsikas to test the reliability
f analytical procedures in biological systems, i.e. “the concentra-
ion of relevant representatives of the system in the basal state”, is
bsolutely valid. However, the expected/basal values for RSNOs
re largely unknown/controversial (see discussion above) and we
elieve that an open-mind attitude should be maintained wait-

ng for future analytical developments. One should never put the
arriage before the horse.
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a b s t r a c t

Proteins are not considered as true antioxidants but are known to protect antioxidants from oxidation in
various antioxidant activity assays. This study aims to investigate the contribution of proteins, especially
thiol-containing proteins, to the observed overall antioxidant capacity measured by known methods.
To determine the antioxidant properties of thiol-containing proteins, the CUPRAC method of antioxidant
assay using the oxidizing reagent Cu(II)-neocuproine previously used for simultaneous analysis of cystine
and cysteine was adopted. While the CUPRAC method is capable of determining all antioxidant com-
pounds including thiols in complex sample matrices, the Ellman method of thiol quantitation basically
does not respond to other antioxidants. The antioxidant quantities in the selected samples were assayed
with the ABTS and FRAP methods as well as with the CUPRAC method. In all applied methods, the dilutions
were made with a standard pH 8 buffer used in the Ellman method by substituting the Na2EDTA compo-
nent of the buffer with sodium citrate. On the other hand, the standard CUPRAC protocol was modified by
substituting the pH 7 ammonium acetate buffer (at 1 M concentration) with 8 M urea buffer adjusted to pH
7 by neutralizing with 6 M HCl. Urea helps to partly solubilize and denaturate proteins so that their buried

thiols be oxidized more easily. All methods used in the estimation of antioxidant properties of proteins
(i.e., CUPRAC, Ellman, ABTS, and FRAP) were first standardized with a simple thiol compound, cysteine,
by constructing the calibration curves. The molar absorptivities of these methods for cysteine were:
εCUPRAC = 7.71×103, εEllman = 1.37×104, εABTS = 2.06×104, and εFRAP = 2.98×103 L mol−1cm−1. Then these
methods were applied to various samples containing thiols, such as glutathione (reduced form:GSH), egg
white, whey proteins, and gelatin. Additionally, known quantities of selected antioxidants were added to

e add
these samples to show th

. Introduction

Dairy products can be beneficial for the protection of consumers
gainst oxidative stress by several mechanisms. Milk antioxidants
an play a major role in inhibiting lipid peroxidation and maintain-
ng continued food quality of such products. Many dairy products
such as milk, skimmed milk, whey, casein, lactoferrin, etc.) as well
s fractions prepared from them show antioxidative effect [1].

Whey or milk plasma is the liquid remaining after milk has been
urdled and strained; it is a protein-rich by-product of the manufac-
ure of cheese or casein. The proteins obtained from whey may act
s thickener and gelling agent, emulsifier, and water retainer. The

hey proteins constitute about 20% of total milk proteins. The most

mportant milk proteins are �-lactoglobulin, �-lactalbumin, serum
lbumin, and immunoglobulins. �-Lactalbumin is an important
hey protein present in human and cow’s milk, and �-lactoglobulin

∗ Corresponding author. Tel.: +90 212 4737028; fax: +90 212 4737180.
E-mail address: rapak@istanbul.edu.tr (R. Apak).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.061
itivity of responses.
© 2009 Elsevier B.V. All rights reserved.

exists in cow’s milk; these two proteins constitute nearly a half of
whey proteins. These proteins exist in soluble form in the whey
fraction obtained from milk, and bear disulfide (R–S–S–R′) groups
[2]. A main structural difference between these two proteins is that
�-lactalbumin does not have free thiol groups that can serve as the
starting point for a covalent aggregation reaction, meaning that it
will not form gels upon denaturation and acidification. The possible
mechanisms of antioxidant action of whey are believed to comprise
chelation of transition metal ions by lactoferrin, and free radical
scavenging of tyrosine, cysteine and similar amino acid moieties in
these proteins. The sulfhydryl (or thiol: –SH) groups are known to
be free radical scavengers, and �-lactoglobulin bears one such thiol
functionality [3]. The free thiol group in �-lactoglobulin may act
as a chain-breaking antioxidant by conversion into the more stable
thiyl-radicals as a result of its reaction with lipid peroxyl radicals:
ROO• + R–SH → ROOH + R–S•

Thus, since the thiyl reactivity for hydrogen (H) atom abstraction is
low, lipid autooxidation is halted by thiols. Due to the reactivity of
thiols for reactive oxygen species (ROS) and lipid peroxyl radicals by
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onation of a H-atom, whey proteins may exhibit antioxidant activ-
ty. The reactivity of this thiol group may be markedly increased by
eat-denaturation possibly as a result of thiol/disulfide interchange
eactions stemming from the exposure of the thiol group [4].

Glutathione (GSH) is the major low molecular weight tripep-
ide thiol in mammalian cells where it is essentially responsible for
ntioxidant defense. Its action is usually favoured by enzymes like
lutathione peroxidase and glutathione S-transferase. GSH has the
apability of regenerating other important defense resources such
s vitamins C and E from their 1−e oxidized radicals, and of directly
articipating in the destruction of ROS [5].

Gelatin is a protein produced by partial hydrolysis of collagen
xtracted from the bones, connective tissues, organs, and intestines
f animals such as domesticated cattle and horses. On the average,
elatin contains 86% collagen, 11% water, and 3% mineral matter.
elatin may be used as a stabilizer, thickener, gelling agent, or tex-

urizer in foods such as ice cream, jams, yogurt, cream cheese,
nd margarine. Nagatsuka et al. have observed with the aid of
hemiluminescence measurements strong peroxyl radical scaveng-
ng properties of gelatin obtained from collagen [6].

The most abundant proteins present in egg white are albumins
hat belong to the class of water-soluble proteins. About 63% of all
roteins in egg white is constituted by the main protein, ovalbumin,
hat can chelate transition metal ions via its sulfhydryl groups. The
ther concerned proteins are ovoglobulin, ovomucin, conalbumin,
vomucoid, and avidin. Dávalos et al. investigated the antioxidant
ctivity of peptides derived from egg white proteins by enzymatic
ydrolysis, and reached the conclusion that free radical scavenging
ntioxidant peptides and amino acids not only act individually, but
lso cooperatively and synergistically [7].

Almajano et al. investigated the antioxidant activity (AOA) of
reen tea catechins in oil-in-water emulsions in the absence and
resence of bovine serum albumin (BSA) using antioxidant assay
ethods comprising ferric thiocyanate peroxide value, FRAP, and
BTS, and found out that although BSA had very little AOA in the
bsence of catechins, samples containing a combination of BSA with
ach of the catechins showed good stability and the increase in
OA was synergistic for all four catechins tested. However, these
uthors ascribed the observed synergistic increase in AOA by BSA
o physical mechanisms such as facilitated transport of antioxidant
atechins to the oil-water interface via albumin binding, resulting in
educed rate of oxidation at the interface [8]. Taguchi et al. investi-
ated the antioxidant effects of various food proteins such as gluten,
asein, gelatin, gliadin, and egg white, and concluded that especially
heat gliadin and hen’s egg white were effective in protecting edi-

le oils (such as safflower and sardine oils) against oxidation. Again
t was the approach of these authors to ascribe the observed AOA to
hysical factors, such as the penetration of edible oils deep into the
ecesses of gliadin particles at low to moderate humidity, thereby
iving rise to delayed oxidation [9]. The common point noticeable in
ll these explanations is that proteins are not antioxidants by virtue
f their chemical nature, but they can act in a way as antioxidants
y enhancing the AOA of true antioxidant compounds by physical
eans.
Although some data exists about the content of individual

ntioxidants in milk, methods have to be devised for measuring
he total antioxidant capacity (TAC) of milk and whey without dis-
inguishing the contributions from individual compounds, as most
ntioxidants act in cooperation. Since each TAC assay has its own
nique redox potential, mechanism, rate, and responsiveness to

ipophilic antioxidants, the TAC or AOA of antioxidants may vary

n different biological systems depending on the method employed
nd the conditions of the assay. Chen et al. [1] have investigated
he TAC of bovine milk by using spectrophotometric (ABTS and
RAP) and amperometric methods, though with some problems.
or example, the TAC of whey as measured by the ABTS method
9 (2009) 344–351 345

increased with pH, and there occurred protein precipitation at the
low pH of the FRAP method. Moreover, most of the ferric-reducing
power of whey was found in the low molecular weight (LMW) frac-
tion, again stressing the limitations of the FRAP method in assessing
the TAC of peptides and proteins as high molecular weight (HMW)
fractions [1]. The FRAP assay was previously suggested to be unsuit-
able for serum proteins and for LMW thiol (–SH) compounds such
as glutathione and lipoic acid [10].

In this communication, it has been aimed to measure the TAC
of certain proteins present in various edible products, especially
of thiol-containing proteins, and to determine the contribution
of –SH proteins to the measured overall antioxidant capac-
ity of mixtures, with a modified cupric reducing antioxidant
capacity (CUPRAC) assay method. The chromogenic oxidizing
reagent of the CUPRAC assay, bis(neocuproine: 2,9-dimethyl-1,10-
phenanthroline)copper(II), was previously used for the assay of
biologically important reductants [11], cysteine [12], vitamin E [13],
vitamin C [14]. The CUPRAC method, capable of measuring all types
of antioxidants including thiols, was initially developed for food
antioxidants [15], then for human serum [16]. The method was
extensively compared in performance to other TAC assays [17,18],
and have recently been adapted to measure the hydroxyl radical
scavenging ability of antioxidants [19]. The CUPRAC findings of
the thiol components of antioxidant mixtures were also compared
to the measurements made with the Ellman method that specif-
ically responds to thiols, but gives weak or no response to other
antioxidants [20]. The tested samples were also measured for TAC
with ABTS [21], specifically with the ABTS radical cation generated
by hydrogen peroxide + horseradish peroxidase (HRP) [22,23]; and
with FRAP [24] methods. It is noteworthy that only two TAC assay
methods, namely CUPRAC and ABTS, are capable to simultaneously
measure lipophilic and hydrophilic antioxidants with the same pre-
cision due to the solubility of their single-charged chromophores in
both aqueous and organic solvent media [25] (the higher-charged
chromophores may only be soluble in aqueous medium due to
increased ion–dipole interaction with water). It is known that
among the electron transfer (ET)-based total antioxidant capacity
(TAC) assays, Folin and FRAP (ferric reducing antioxidant power)
methods are more appropriate for measuring hydrophilic antioxi-
dants (in aqueous or aqueous-alcoholic solutions) due to the high
charge of their chromophores, while DPPH is more suitable for
lipophilic antioxidants in organic solvent media [17]. Thus it is
expected to measure the TAC of high molecular weight (HMW)
fractions as well as of LMW antioxidants with CUPRAC and ABTS
methods, and to compare the results. All the selected methods
were calibrated with a simple and complex thiol compound, i.e.,
cysteine and reduced glutathione (GSH), respectively, and additiv-
ity of TAC values were tested in each complex sample, namely egg
white, whey, and gelatin, by making standard additions of antioxi-
dants to these protein samples. To the best of our knowledge, this
is the first study reporting the measurement of the TAC of thiol-
containing proteins in admixture with phenolic antioxidants after
taking up the protein fractions with a suitable buffer (e.g., for the egg
white sample) that neither causes the precipitation of proteins nor
interferes with the selected antioxidant assay (specifically CUPRAC
assay).

2. Materials and methods

2.1. Chemicals and solutions
Analytical reagent grade neocuproine (2,9-dimethyl-1,10-
phenanthroline) hydrochloride was supplied from Sigma Chem-
ical Co., catechin, quercetin, 2,4,6-tris-(2-pyridyl)-1,3,5-triazine
(TPTZ), and FeCl3·6H2O from Fluka Chemicals, 6-hydroxy-2,5,7,8-
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etramethylchroman-2-carboxylic acid (trolox), and caffeic acid
rom Aldrich Chemical Co., CuCl2·2H2O, tris(hydroxymethyl)
minomethane (Tris), glycine, tri-sodium citrate 5,5-hydrate,
rea, sodium dodecyl sulfate (SDS), l(+)-cysteine, reduced
lutathione (GSH), 5,5′-dithio-bis(2-nitrobenzoic acid) (DTNB)
Ellman’s reagent), acetic acid, sodium acetate, 2,2

′
-azinobis(3-

thylbenzothiazoline-6-sulfonic acid) diammonium salt (ABTS),
orseradish peroxidase (HRP), H2O2 (30%, by wt.), ethanol (EtOH),
richloroacetic acid (TCA), hydrochloric acid (36.5%, by wt.), and all
ther chemicals from E. Merck.The standard solutions were pre-
ared as follows:

.1.1. Standard tris-buffer at pH 8
The standard tris-buffer described in the literature [20] was

repared by replacing disodium-EDTA with citrate. The buffer con-
ained 0.086 M tris(hydroxymethyl) aminomethane, 0.09 M glycine,
nd 4 mM citrate; the final pH was adjusted to 8.0 with the addition
f 2 M HCl. This buffer was used as diluent in all experiments.

.1.2. TCA solution
5% (w/v), to precipitate the proteins.

.1.3. Protein dissolution buffer (pH 6.8)
The buffer contained 50 mM Tris, 2% SDS, and 8 M urea (the final

H of solution was adjusted to 6.8 with 2 M HCl) [26]. This buffer
as used for dissolving TCA-precipitated egg white proteins in the

xperiments.

.1.4. Antioxidant standard solutions
Standard solutions at 1 mM concentration of antioxidants,

amely trolox (TR), quercetin (QR), caffeic acid (CFA), and cate-
hin (CAT) were prepared from pure solids by dissolving with EtOH.
hese solutions were subsequently diluted to their final concentra-
ions using standard tris-buffer as diluent.

.1.5. Cysteine (CYS) solution
A suitable weight was dissolved with 0.5 mL of 1 M HCl solu-

ion, and diluted to volume with distilled water to yield a cysteine
olution at 10 mM.

.1.6. Glutathione (GSH) solution
Dissolved with distilled water to yield 10 mM solution.

.1.7. CUPRAC reagent solutions
CuCl2·2H2O (1.0×10−2 M, in distilled water), neocuproine

7.5×10−3 M, in EtOH), and pH 7.0 urea buffer (a suitable amount
f urea was dissolved in standard tris-buffer, 6 M HCl was added to
djust the pH to 7.0, and diluted with distilled water so as to yield a
nal total urea molarity of 8 M) were prepared. The original pH 7.0
uffer (NH4Ac solution) of the CUPRAC method [15] was replaced
ith urea containing standard tris-buffer at pH 7.0 in this work.

.1.8. Ellman reagent solutions
DTNB solution at 4 mg/mL of standard tris-buffer was prepared.

H 8.0 buffer (the standard tris-buffer containing sufficient urea

as adjusted to pH 8.0 with the addition of 6 M HCl, and diluted
ith distilled water so as to yield a final total urea molarity of 8 M).

.1.9. FRAP reagent solutions
The pH 3.6 buffer (0.3 M acetic acid buffer), TPTZ (1.0×10−2 M,

n EtOH), and FeCl3·6H2O (2.0×10−2 M ferric chloride, in 0.02 M
queous HCl) were mixed at a volume ratio of 10:1:1 to obtain the
reshly used FRAP reagent.
9 (2009) 344–351

2.1.10. ABTS reagent solutions
ABTS (4.0×10−3 M, in distilled water), H2O2 (1.2×10−4 M, in

EtOH), and HRP (2.4×10−5 M, in EtOH-distilled water mixture)
solutions were prepared.

2.2. Instruments

The spectra and absorption measurements were recorded in
matched quartz cuvettes using a Varian CARY 1E UV–vis spec-
trophotometer (Australia). Other related apparatus and accessories
were a Clifton water bath, E521 Metrohm Herisau pH-meter
equipped with glass electrodes (Switzerland), Ultra-Turrax CAT
X-620 model homogenizer apparatus (Staufen, Germany), and
Elektromag vortex stirrer (Istanbul, Turkey). Centrifugations were
carried out with an Elektromag (M 4812 P) laboratory centrifuge
apparatus (Istanbul, Turkey).

2.3. Procedures

2.3.1. Antioxidant capacity and thiol assays
2.3.1.1. Modified CUPRAC method of TAC assay applicable to pro-
tein fractions. One milliliter of 1.0×10−2 M CuCl2·H2O, 1 mL of
7.5×10−3 M Nc, and 2 mL of pH 7.0 urea buffer were mixed. To this
mixture were added (1.0− x) mL of pH 8 standard buffer and (x)
mL sample or standard antioxidant solution or a mixture of both.
The final mixture at 5.0 mL total volume was let to stand at room
temperature for exactly 30 min, and the absorbance at 450 nm was
recorded against a reagent blank.

It should be noted that the users of the original CUPRAC method
[15] should revert to the pH 7.0 buffer defined in this work, and
should not use the ammonium acetate buffer therein, which would
otherwise cause the precipitation of proteins. The pH 7.0 buffer
used here is the one pertaining to Ellman’s method [20] of thiol
determination, but adjusted to pH 7.0 instead of pH 8.0.

2.3.1.2. Ellman’s method. A volume of (x) mL sample + (1− x) mL
standard tris-buffer at pH 8 + 2 mL pH 8.0 urea buffer + 30 �L Ell-
man’s reagent were added in this order to obtain a mixture of
3.03 mL final volume. The absorbance at 412 nm was recorded after
2 min of mixing the sample with reagents [20].

2.3.1.3. FRAP method. A volume of 3 mL FRAP reagent + 0.3 mL dis-
tilled water + 0.1 mL sample were mixed into a final volume of
3.4 mL. The absorbance at 595 nm was read after 6 min.

2.3.1.4. ABTS method. A volume of 0.5 mL ABTS + 0.5 mL
H2O2 + 0.5 mL HRP were mixed. At the end of the 5th minute,
(x) mL sample + (0.5− x) mL standard tris-buffer were added (the
final volume was 2.0 mL), and the absorbance at 730 nm was read
at the 10th minute. The sample and reference (blank) absorbances
were best recorded against ethanol, and the sample absorbance
subtracted from that of the blank to correlate the absorbance
difference (�A730nm) with antioxidant concentration.

During application of all the described methods, it should be
noted that proteins may denaturate with alcohol and precipitate
out in ethanolic solutions. Therefore all dilutions must be made
with standard tris-buffer at pH 8.0. As the tested antioxidants and
cysteine may show reduced stability at pH 8.0, all dilutions should
be made just prior to assays, and antioxidants should not be let to
stand in pH 8.0 buffer solutions for an uncontrolled time period.
2.3.2. Preparation of real samples for analysis
2.3.2.1. Egg white (EW). The egg white was completely separated
from the yolk, weighed (36.9199 g), and suspended in distilled
water to make a 250 mL final solution. A 5 mL aliquot was with-
drawn, and 5 mL of 5% TCA was added into it. The mixture was
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Fig. 1. Calibration curves (lines) of quercetin alone and in egg white solution.
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entrifuged for 10 min, the upper liquid phase was decanted, and
he precipitate was washed twice with distilled water. The isolated
rotein fraction was dissolved in 10 mL of protein dissolution buffer.

.3.2.2. Whey proteins (WP). The whey liquids sepa-
ated from the curd was passed through a glass fibre
GF)/polyethyleneterephtalate (PET) 1.0/0.45 �m filter, and diluted
s required with the standard tris-buffer prior to analysis.

.3.2.3. Gelatin (GL). Appropriate weight (1.4700 g) of bovine
elatin supplied from the herbalist was dissolved in distilled water,
nd diluted to 20 mL with the standard tris-buffer prior to analysis.

. Results and Discussion

.1. CUPRAC assay results

.1.1. CUPRAC calibration curves of antioxidants alone and in
rotein solutions

The CUPRAC method is based on Cu(II)–Cu(I) reduction by
ntioxidants in the presence of neocuproine, but EDTA prefer-
ntially stabilizes the higher oxidation state of copper resulting
n a decrease in the redox potential of the reagent which may
ubsequently cause incomplete oxidation of certain antioxidants.
herefore, the standard tris-buffer described in the literature [20]
as prepared in this work by replacing disodium-EDTA with citrate.

he standard solutions of cysteine (CYS) and reduced glutathione
GSH) were prepared by dilution of appropriate volumes of stock
olutions with the standard buffer to (1–9)×10−5 M (CYS) or
2–10)×10−5 M (GSH) in final solution of color development. The
orresponding calibration equations with the modified CUPRAC
rocedure were:

A = 7.71× 103c − 0.008 (r2 = 0.997) for CYS, and
A = 8.19× 103c − 0.0085 (r2 = 0.999) for GSH

here A is the CUPRAC absorbance at 450 nm, and c is the molar
oncentration of the compound tested. Thus the slope of the calibra-
ion line is also the molar absorptivity (in the units of L mol−1cm−1)
or the given compound with the modified CUPRAC method. The
lope-intercept forms of calibration equations of the modified
UPRAC method of TAC assay applied to various antioxidants alone
nd in complex matrices such as the solutions of GSH, egg white,
hey, and gelatin are tabulated in Table 1. For the experiments,

uitable aliquots of 1 mM ethanolic standard solutions of the antiox-
dants (trolox: TR, quercetin: QR, catechin: CAT, and caffeic acid:
FA) were diluted with the standard buffer to the desired concen-
ration range (such that the CUPRAC absorbance at 450 nm would
ie within 0.2–1.2 absorbance units).

Regression analysis of the results shown in Table 1 revealed
hat absorbance vs concentration relationships with the modified

UPRAC procedure were perfectly linear (r2 ranged between 0.995
nd 0.999) for the antioxidants tested. Two-way ANOVA (ANal-
sis Of VAriance) analysis showed that the calibration lines of
ntioxidants in the standard buffer alone and in complex (pep-
ide or protein) matrices were essentially parallel, and there was

able 1
lope-intercept forms of calibration equations of the modified CUPRAC method of TAC
olutions of GSH, egg white, whey, and gelatin.

ntioxidant Matrix:Alonea GSH solution Eg

rolox 1.69×104c−0.007 1.74×104c + 0.329 1.
uercetin 5.93×104c + 0.027 5.92×104c + 0.328 6.
atechin 6.26×104c + 0.021 6.50×104c + 0.365 6.
affeic acid 5.04×104c + 0.036 5.00×104c + 0.343 5.

a Equations in the column represent calibration lines for mentioned antioxidant alone.
Fig. 2. Calibration curves (lines) of caffeic acid alone and in whey proteins solution.

no difference at 95% confidence level between the slopes of these
lines (see Figs. 1 and 2 as examples). This means there was no
interaction of interferent nature between the tested antioxidants
and the antioxidant constituents of complex matrices (i.e., peptide
or protein fractions) that would otherwise cause chemical devia-
tions from Beer’s law. The additivity of TAC values of antioxidants
obtained with the proposed CUPRAC method is thus secured in pro-
tein or peptide matrices. The only exception was that there was a
slight enhancement of molar absorptivity of trolox in GSH solution,
pointing out to a possible synergistic interaction between these
two antioxidants in the selected buffer medium. Also the molar
absorptivity of QR and CAT in the proposed method were roughly
at the same level (Table 1), contrary to the fact that in the original
CUPRAC method [15] the trolox equivalent antioxidant capacities
(TEAC values) of CAT (3.1) and QR (4.4) were different. This might
show that the antioxidant power of CAT as measured with the
modified CUPRAC method was enhanced in the urea buffer of this
work compared to that in ammonium acetate buffer, the mecha-
nism of which needs further investigation. One possible reason is
the demonstrated ability of urea to alter the nature of intermolecu-

lar hydrophobic interactions in solutions of self-aggregation, e.g.,
of methylene blue [27]. As for flavonoid-type antioxidants, it is
known [28] that flavonoid-derived quinones and quinonoid com-
pounds could be produced in significant concentrations in media

assay applied to various antioxidants alone and in complex matrices such as the

g white Whey Gelatin

60×104c + 0.103 1.60×104c + 0.102 1.60×104c + 0.116
00×104c + 0.306 5.82×104c + 0.158 6.05×104c + 0.142
13×104c + 0.274 6.29×104c + 0.157 6.40×104c + 0.189
25×104c + 0.133 5.14×104c + 0.118 4.97×104c + 0.126
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Table 2
The CUPRAC absorbances of egg white (EW) protein solutions in admixture with
standard antioxidants (TR, QR, and CAT); to suitable aliquots of EW stock solu-
tion were added varying volumes of standard antioxidant solutions at 0.1 mM
concentration.

Sample composition Aobserved Aexpected Relative
error, (%)

0.4 mL EW 0.2027
0.4 mL EW + 0.6 mL TR 0.3702 0.3791 −2.3
0.4 mL EW + 0.2 mL QR 0.4264 0.4490 −5.0
0.4 mL EW + 0.2 mL CAT 0.4149 0.4313 −3.8
0.5 mL EW 0.2415
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Table 4
The CUPRAC absorbances of gelatin (GL) solution in admixture with standard antiox-
idants (TR, QR, CFA, and CAT); to suitable aliquots of GL stock solution were added
varying volumes of standard antioxidant solutions at 0.1 mM concentration.

Sample composition Aobserved Aexpected Relative
error, (%)

1 mL GL 0.3062
1 mL GL + 0.2 mL QR 0.4765 0.5058 −5.7
1 mL GL + 0.2 mL CA 0.5107 0.5282 −3.3
1 mL GL + 0.2 mL CFA 0.5037 0.5222 −3.5
.5 mL EW + 0.5 mL TR + 0.2 mL QR 0.5948 0.6464 −8.0

.3 mL EW 0.1408

.3 mL EW + 0.3 mL TR + 0.3 mL QR + 0.3 mL CAT 0.5053 0.5278 −4.3

f low water content, e.g., in hydrophobic protein cavities and at
he surface of biological membranes. Here, reduced water activity

ay be a key parameter in the enhancement of protein oxidizability.
nvestigators on streptococcal NADH peroxidase have proposed that
ow-to-moderate concentrations of urea stabilize the intermediate
tate between native and denaturated forms, which is held respon-
ible for the observed changes in both active-site thiol reactivity and
edox properties of the protein [29]. Urea – in combination with SDS
significantly increase the reactivity of thiols and disulfides that
ay be buried within the protein matrix [30]. In this work, presence

f 8 M urea is thought to partly denaturate proteins and to lower the
eduction potential of disulfide/thiol couples in peptides/proteins
nhancing thiol oxidizability [29].

.1.2. CUPRAC absorbances of antioxidants in admixture with
roteins

To suitable aliquots of egg white stock solution were added
arying volumes of standard antioxidant solutions (at 0.1 mM con-
entration) to form binary, ternary, and quaternary mixtures. These
nal solutions were subjected to modified CUPRAC analysis, and the
heoretically expected and experimentally observed absorbances at
50 nm were compared (Table 2) to confirm the hypothesis regard-

ng the additivity of absorbances (or TAC values). The theoretically
xpected absorbance can be found by multiplying the absorptivity
f each mixture constituent with its concentration, and then sum-
ing up the products. Similar experiments were repeated using
hey (Table 3) and gelatin proteins (Table 4), and GSH (Table 5). The

ccordance of expected and observed absorbances (see Tables 2–5,
elative errors were within 0.4–8.0%, mean 4.1±1.8%) confirms
he additivity of TAC values of antioxidant constituents of the
ixtures comprising standard antioxidants and protein fractions.
he possible reason for the additivity of the CUPRAC absorbances
or (protein + polyphenols) mixtures under the optimized reac-
ion conditions (Figs. 1 and 2; Tables 2–4) is that any plausible
:1 flavonol-protein complexes (e.g., quercetin-bovine serum albu-

able 3
he CUPRAC absorbances of whey protein (WP) solution in admixture with standard
ntioxidants (TR, QR, CFA, and CAT); to suitable aliquots of 1:1 (v/v) diluted WP stock
olution were added varying volumes of standard antioxidant solutions at 0.1 mM
oncentration.

ample composition Aobserved Aexpected Relative
error, (%)

.5 mL WP 0.3062

.5 mL WP + 0.2 mL QR 0.5369 0.5541 −3.1

.5 mL WP + 0.2 mL CAT 0.5554 0.5957 −6.8

.5 mL WP + 0.2 mL CFA 0.4813 0.4963 −3.0

.5 mL WP + 0.4 mL TR 0.4276 0.4392 −2.6

.5 mL WP + 0.2 mL QR + 0.2 mL CAT 0.7872 0.8362 −5.8

.5 mL WP + 0.2 mL QR + 0.2 mL CAT + 0.4 mL TR 0.8659 0.9273 −6.6

.5 mL WP + 0.2 mL QR + 0.2 mL CAT
0.4 mL TR + 0.2 mL CFA 1.1641 1.1806 −1.4
1 mL GL + 0.4 mL TR 0.4385 0.4178 +5.0
1 mL GL + 0.2 mL QR + 0.2 mL CAT 0.6663 0.7107 −6.2
1 mL GL + 0.2 mL QR + 0.2 mL CAT + 0.4 mL TR 0.9624 1.0117 −4.9

min: QR-BSA) have complexation constants (Kf) at the order of
104 [28] whereas 2–3 quercetin glycoside molecules exhibit a
looser binding to each molecule of BSA. On the other hand, it
has been shown that a 2−e reductant like ascorbic acid having
a standard potential difference of 0.4 V with the CUPRAC redox
couple (i.e., Cu(II)/Cu(I)-neocuproine) may show a CUPRAC oxida-
tion equilibrium constant at the order of Kf≈1013 [25]. Thus, the
thermodynamically more favourable CUPRAC redox equilibrium is
expected to be predominant over any protein-flavonol complexa-
tion which would not hinder additivity of the CUPRAC absorbances
for (protein + polyphenols) mixtures.

3.2. Ellman assay results

Ellman synthesized in 1959 a water-soluble (at pH 8) aromatic
disulfide [DTNB: 5,5′-dithiobis(2-nitrobenzoic acid)] and showed
this reagent to be useful for determination of sulfhydryl groups
[31]. This thiol-specific reagent (DTNB) reacts with a thiol group to
release 5-thio-2-nitrobenzoate (TNB−), which ionizes to the TNB2−

dianion (yellow chromophore) in water at neutral and alkaline pH.
Ellman assay responds well to thiol compounds, but not to conven-
tional phenolic antioxidants (with the exception of its very weak
response to QR). Thus, CYS or GSH can be selectively determined
among other phenolic antioxidants with the DTNB reagent (Ellman
assay). CYS working solution at 2.5×10−4 M was freshly prepared
from the stock solution using the standard buffer as diluent, and
aliquots between 0.25 and 1.0 mL were taken for analysis. Ellmann
assay was calibrated with cysteine to yield the calibration line equa-
tion:

A = 1.37× 104c + 0.0017 (r2 = 0.9992)

where A is the 412 nm absorbance obtained with DTNB reagent, and

c is the molar concentration of CYS. The Ellman calibration equation
for GSH was:

A = 1.40× 104c + 0.0619 (r2 = 0.9998)

Table 5
The CUPRAC absorbances of glutathione (GSH) working solution in admixture with
standard antioxidants (TR, QR, CFA, and CAT); to suitable aliquots of GSH stock
solution were added varying volumes of standard antioxidant solutions at 0.1 mM
concentration.

Sample composition Aobserved Aexpected Relative
error, (%)

0.25 mL GSH 0.3967
0.25 mL GSH + 0.2 mL QR 0.6931 0.7057 −1.8
0.25 mL GSH + 0.2 mL CAT 0.7799 0.7564 +3.1
0.25 mL GSH + 0.2 mL CFA 0.5923 0.5899 +0.4
0.25 mL GSH + 0.4 mL TR 0.5605 0.5335 +4.7
0.25 mL GSH + 0.4 mL TR + 0.2 mL QR 0.8187 0.8445 −3.0
0.25 mL GSH + 0.4 mL TR + 0.2 mL QR + 0.2 mL CAT 1.0775 1.1338 −5.0
0.25 mL GSH + 0.4 mL TR + 0.2 mL QR + 0.1 mL CAT 1.2259 1.2539 −2.2
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Table 7
The ABTS absorbances of GSH (at 5 mM concentration) in admixture with 0.05 mM
TR and CFA, 0.02 mM CAT, and 0.03 mM QR.

Mixture �Aobserved �Aexpected Relative
error, (%)

0.2 mL GSH 0.2564
0.2 mL GSH + 0.2 mL QR 0.6309 0.6933 −9.0
0.2 mL GSH + 0.2 mL TR 0.3739 0.3588 +4.2
0.2 mL GSH + 0.2 mL CAT 0.5454 0.5254 +3.8
0.2 mL GSH + 0.2 mL CFA 0.5301 0.5479 −3.2
0.1 mL GSH + 0.1 mL TR + 0.1 mL CAT 0.2869 0.2972 −3.5
0.1 mL GSH + 0.1 mL QR + 0.1 mL CFA 0.4210 0.4178 +0.8
0.1 mL GSH + 0.1 mL TR + 0.1 mL QR+ 0.5601 0.5249 +6.7

T
T
s

M

0
0
0
0
0
0
0
0
0
0
0

Fig. 3. FRAP calibration curves of CFA alone and in a fixed amount of GSH.

.3. FRAP assay results

FRAP assay was calibrated against both thiol and phenolic
ntioxidants to yield the following calibration curve equations:

A = 2.98× 103c − 0.0341 (r2 = 0.9973) for CYS
A = 2.13× 103c − 0.0586 (r2 = 0.9945) for GSH
A = 4.98× 104c − 0.0295 (r2 = 0.9993) for TR
A = 3.94× 104c + 0.0299 (r2 = 0.9993) for CAT
A = 5.00× 104c − 0.0468 (r2 = 0.9977) for CFA
A = 1.08× 105c − 0.0515 (r2 = 0.9972) for QR

As can be seen from these calibration curves, the absorbance
s concentration relationships were not linear (low r2 values), and
he curves did not pass through the origin (high absolute values
or intercepts). The response to thiol compounds (CYS and GSH)
as very low. When increasing amounts of phenolic antioxidants

CFA, QR, and CAT) were added to a fixed amount of GSH, the FRAP
bsorbance vs concentration curves were not parallel to the origi-
al calibration lines of antioxidants alone (in standard buffer). An
xample of this situation can be seen in Fig. 3 where the calibration
ine of CFA alone was not parallel to that of CFA in a fixed amount
f GSH, showing that the TAC values are not additive in the FRAP
ssay using the selected buffer medium. As can be seen in Table 6,
here were great differences between the expected and observed
AC values of thiol-containing antioxidant mixtures assayed by
RAP. This means FRAP cannot be useful in precisely determining
he TAC of thiol-containing mixtures, and of protein fractions in
he selected medium. It has been previously established that the
UPRAC reagent is fast enough to oxidize thiol-type antioxidants,

hereas the FRAP method does not totally react with thiol-type

ntioxidants like glutathione [16,17]. The reason for this may be
he half-filled d-orbitals of high-spin Fe(III) attributing it a chem-
cal inertness, while the electronic structure of Cu(II) enables fast
inetics.

able 6
he FRAP absorbances of CYS or GSH (at 5 mM concentration) in admixture with stand
olutions were added varying volumes of standard antioxidant solutions at 0.5 mM conce

ixture

.1 mL CYS + 0.02 mL CAT

.1 mL CYS + 0.02 mL QR

.1 mL CYS + 0.02 mL CFA

.08 mL GSH + 0.02 mL TR

.01 mL GSH + 0.02 mL QR

.01 mL GSH + 0.02 mL CAT

.01 mL GSH + 0.02 mL CFA

.01 mL GSH + 0.01 mL TR + 0.01 mL CAT

.01 mL GSH + 0.01 mL QR + 0.01 mL CFA

.01 mL GSH + 0.01 mL TR + 0.01 mL CAT + 0.01 mL QR

.01 mL GSH + 0.01 mL TR + 0.01 mL CAT + 0.01 mL QR + 0.01 mL CFA
0.1 mL CAT
0.1 mL GSH + 0.1 mL TR + 0.1 mL

QR + 0.1 mL CAT + 0.1 mL CFA
0.7007 0.6573 +6.6

The FRAP reagent (i.e., ferric tripyridyltriazine) gives incomplete
oxidation for thiols and for hydroxycinnamic acids within the reac-
tion protocol time of the assay [17]. Thus mixtures of either cysteine
or GSH with polyphenolic antioxidants, especially with hydroxycin-
namic acids and CAT, gave erratic results of absorbance additivity
(Table 6) where the observed total absorbances of mixtures by
far exceeded that of expected values from individual constituents.
Though not proven at this stage, this may also result from the
increased vulnerability of such antioxidants in mixtures in regard
to FRAP oxidation.

3.4. ABTS assay results

ABTS assay was calibrated against both thiol and phenolic
antioxidants to yield the following calibration curve equations:

A = 2.06× 104c − 0.060 (r2 = 0.9991) for CYS
A = 3.98× 104c + 0.021 (r2 = 0.9981) for GSH
A = 3.80× 104c − 0.0224 (r2 = 0.9947) for TR
A = 1.74× 105c − 0.1102 (r2 = 0.9996) for CAT
A = 6.74× 104c − 0.0406 (r2 = 0.9998) for CFA
A = 1.28× 105c + 0.0286 (r2 = 0.9992) for QR

ABTS method was shown to give linear responses to both thiol-
type and phenolic antioxidants tested. The molar absorptivity of
CAT was higher than that of QR in the selected buffer medium, pos-
sibly due to the contribution of urea to intermolecular interactions
in solutions containing aggregates. Similar to the observation in
original CUPRAC assay [15] the original ABTS/TEAC method gave a
lower response to CAT, and this finding needs to be further explored.

Table 7 shows that ABTS assay is capable of relatively precisely pre-
dicting the TAC of thiols in admixture with phenolic antioxidants,
confirming that it may be useful to assay protein fractions. One of
the problems associated with ABTS assay is its enhanced response
to pH elevation. However, the compatible form of ABTS assay with

ard antioxidants (TR, QR, CFA, and CAT); to suitable aliquots of CYS or GSH stock
ntration.

Aobserved Aexpected Relative error, (%)

1.4247 0.6876 >100
1.0749 0.8248 +30
1.4258 0.6848 >100
0.3312 0.3355 −1.3
0.7724 0.3232 >100
0.8822 0.1845 >100
0.8153 0.1826 >100
0.7332 0.2145 >100
1.0196 0.2724 >100
0.964 0.3388 >100
1.163 0.3655 >100
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Table 8
TAC measurements of solutions containing proteins and GSH tripeptide (results
reported as cysteine-equivalents, in the units of mol/L CYS).

Sample Ellman CUPRAC FRAP ABTS

Egg white (EW) 3.0×10−4 5.0×10−4 4.5×10−4a 7.5×10−4

Whey proteins (WP) 1.6×10−4 6.7×10−4 5.0×10−4 9.6×10−4

G −4 −4 −4 −4
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FRAP assay may have a limited use for low molecular weight antiox-
elatin (GL) 0.3×10 4.2×10 10.0×10 22.0×10
SH solution (5.0×10−4 M) 5.3×10−4 5.2×10−4 3.6×10−4 10.5×10−4

a Measured in the filtrate due to precipitation observed at the end of 6 min.

rotein fractions is the one involving the generation of ABTS cation
adical with H2O2 + HRP rather than that generated with persul-
ate, as the latter would cause precipitation reactions in protein
olutions. Another problem is the high TEAC coefficient of ABTS
or GSH (1.05 in this assay), which is not compatible with its reg-
lar antioxidant action, i.e., GSSG/GSH ratios increase from 0.01 to
.1 during combat against oxidative stress [32]. This means GSH
nd certain protein thiols may undergo reversible 1−e oxidation
o the corresponding disulfides under normal conditions of pro-
ein stabilization and thiol protection [33] (with an expected TEAC
oefficient of 0.5, as found with CUPRAC), and are not irreversibly
xidized to sulfenic, sulfinic, and sulfonic acids corresponding to
wo or more electron oxidations [16]. Oxidation reactions of pro-
ein thiols as a part of antioxidant action involving two or more
lectrons are less likely in vivo [34]. The ABTS/persulfate antioxi-
ant assay method was shown to treat GSH as a reductant capable
f giving ≈2 electrons (TEAC of ABTS/persulfate method for GSH
aried between 1.3 and 1.5 [16]). Since the molar absorptivity of
BTS for thiols closely depends on the manner how the ABTS*+ rad-

cal cation is produced, the ABTS/HRP/H2O2 method used in the
urrent study yields a distinctly higher molar absorptivity for GSH
han for CYS, depending on the extent of thiol oxidation. On the
ther hand, the CUPRAC method gives a close molar absorptivity
or both cysteine and GSH, corresponding to a clear 1−e oxidation,
n accordance with the extent of physiological reversible oxidation
eactions of these thiols during antioxidant action in the human
etabolism.

.5. Application of the TAC assays to real solutions

Real samples (solutions of protein fractions and GSH tripeptide)
ere first diluted with pH 8.0 standard buffer at a volume ratio of
:1 (for ABTS assay, this diluted sample was rediluted at 1:3). Each
nal sample was assayed twice with the TAC measurement meth-
ds (by taking 0.5–1.0 mL sample aliquots for CUPRAC, Ellman, and
RAP, and 0.3 mL aliquots for ABTS), and the corresponding TAC
alues were reported as CYS equivalents with the aid of a calibra-
ion curve drawn for each assay with CYS standards. The results
hown in Table 8 reveal that CUPRAC can estimate the correct
mount of GSH, because both CYS and GSH act as 1−e reductants
oward the CUPRAC reagent, Cu(Nc)2

2+. Furthermore, the same
ata (in Table 8) show that CUPRAC neither underestimates nor
verestimates the true TAC value of protein solutions, which is prob-
bly comprised of not only thiols but certain amino acid moieties
n these proteins [35]. In buffers of reduced water activity (like
uanidium hydrochloride), it has been reported that the ABTS*+

adical scavenging activities of both proteins; �-lactalbumin and �-
actoglobulin, increase most likely as a result of solvent exposure of
mino acids previously buried in the interior of proteins [36]. Fig. 4
epicts the curvilinear range of responses of the applied TAC assays
ith respect to dilution of egg white (EW) protein extracts. The

ighest linear correlation coefficient of absorbance vs dilution ratio
as obtained with CUPRAC (r2

(CUPRAC) = 0.9067, r2
(Ellman) = 0.8849,

2
(ABTS) = 0.8194). The dilution sensitivity is considered to be impor-

ant for certain protein-bearing matrices such as human serum. For
Fig. 4. The curvilinear range of responses of the applied TAC assays (Ellman, CUPRAC,
and ABTS) with respect to dilution of EW protein extracts.

example, when the found antioxidant capacities (as micromolar
trolox equivalents) of serum extracts using the CUPRAC method
were recorded against expected capacities at varying dilutions,
excellent linear curves passing through the origin were reported
[16] as a distinct advantage over the Randox-TEAC (i.e., the com-
mercialized version of ABTS-TEAC) assay in which dilution of serum
might produce up to a 15% increase in the TEAC values [10].

4. Conclusions

In general, proteins are not considered as true antioxidants
but are accepted to protect antioxidants from oxidation in various
antioxidant activity assays. In most assays measuring total antiox-
idant capacity (TAC), proteins are not taken into account (e.g., in
assays carried out in the hydrophilic fraction of human serum)
and remain in the precipitate (obtained by using perchloric acid,
trichloroacetic acid, ammonium sulfate, etc.). This study has ver-
ified that the contribution of proteins, especially thiol-containing
proteins, to the observed TAC is by no means negligible, and can be
measured by known methods. Various protein fractions (EW, WP,
and GL) and peptides (like GSH) may either respond to these TAC
assays directly via their free –SH groups, or indirectly after pro-
tein denaturation through their exposed (originally buried) thiol
groups. The employed urea buffer also aids to expose these thi-
ols to TAC assays. Urea – in combination with SDS – maximize
the reactivity of thiols and disulfides that may be buried within
the protein matrix [30]. Presence of 8 M urea partly denaturates
proteins and significantly lowers the reduction potential of disul-
fide/thiol couples in peptides facilitating thiol oxidizability [29].
Ellman reagent can only respond to these thiols (but not to other
phenolic antioxidants), whereas the other tested methods may also
exhibit sensitivity toward certain amino acid moieties on these pro-
teins. In order that a selected TAC assay be applicable to protein
fractions, its response to complex mixtures should be equal to the
sum of the responses recorded for individual mixture constituents.
Additivity of TAC is a prerequisite for comparing the TAC values
of complex samples. Among the tested TAC assays, only CUPRAC
and ABTS/H2O2/HRP possess this property of additivity, though the
latter method may give a high response at elevated pH.

Only CUPRAC and ABTS methods have reagents (or chro-
mophores) that are soluble in both aqueous and organic solvents,
and may therefore serve the need to simultaneously measure
hydrophilic and lipophilic antioxidants. However, the results
obtained with the ABTS assay is quite dependent on the manner
how the colored radical reagent of ABTS*+ is generated. Although
idants (e.g., in whey) [1], experiments in urea buffer have shown
that FRAP is neither sensitive to thiol-type antioxidants nor gives an
additive TAC response to complex mixtures. This study reports for
the first time the measurement of the TAC of thiol-containing pro-



lanta 7

t
p
p
w
i
f
v

A

t
A
2
S
1
e
t

R

[

[
[
[
[

[

[
[
[

[

[

[
[
[

[
[
[
[
[
[
[
[
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xtend her gratitude to Research Fund of the Istanbul University for
he support given to her project (UDP-2912/18092008).

eferences

[1] J. Chen, H. Lindmark-Månsson, L. Gorton, B. Åkesson, Int. Dairy J. 13 (2003) 927.
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a b s t r a c t

This paper describes the analysis of perchlorate (ClO4
−) in surface water samples by a rapid and reli-

able ion-pair hollow-fiber liquid-phase microextraction (HF-LPME) method coupled with flow-injection
electrospray ionization tandem mass spectrometry (ESI-MS–MS) technique. The effects of the type and
concentration of ion-pairing reagents, extraction time, temperature and pH value on the quantitative
eywords:
erchlorate
ollow-fiber liquid-phase microextraction
lectrospray tandem mass spectrometry
ater analysis

extraction of perchlorate by ion-pair HF-LPME were investigated and optimized. Di-n-hexyl ammonium
acetate (DHAA) was employed to form an extractable ion-pair complex with aqueous perchlorate. The
characteristic ions [ClO4-ClO4-DHA]− at m/z 384.6 and 386.7 were observed in the ESI negative-ionization
mode. The predominant product ions [ClO4]− at m/z 99 and 101 were used for quantitation and to max-
imize the detection selectivity and sensitivity. The limit of detection (LOD) was 0.5 �g/L. The reliability
and precision of the standard addition method of ion-pair HF-LPME for the determination of trace levels

water
of perchlorate in surface

. Introduction

Perchlorate (ClO4
−) gained a great amount of attention as an

nvironmental contaminant after it was detected in abnormally
igh concentrations in drinking water supplies in the western
nited States in 1997. Nowadays, detection of perchlorate contam-

nation in the environment and in foodstuffs continues to increase,
specially in groundwater, drinking water, milk, vegetables and
ven in bottled water [1–10]. The presence of perchlorate in drink-
ng water, agricultural irrigation sources, and food supplies is of
reat concern because it can have an adverse impact on human
ealth through interfering with iodide uptake by the thyroid [11].
relationship exists between fireworks display and the environ-
ental occurrence of perchlorate, for example, the concentration

f perchlorate in a municipal lake was found to have increased dra-
atically within 14 h after a fireworks display [8]. This relationship

timulated our interest to investigate the content and distribution
f perchlorate in Taiwan, where fireworks use is widespread in fes-
ivals, wedding celebrations and religion activities. Furthermore,

any unlicensed fireworks factories exist in suburban or rural areas

n Taiwan may threaten not only the environment but also the safety
f the residents of those areas.

The determination of perchlorate in environmental water
amples is most often performed using (i) suppressed ion chro-

∗ Corresponding author. Tel.: +886 3 4227151x65905; fax: +886 3 4227664.
E-mail address: wanghsiending@gmail.com (W.-H. Ding).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.04.002
were demonstrated.
© 2009 Elsevier B.V. All rights reserved.

matography (IC) coupled with conductivity detection (CD) [1–3],
and (ii) electrospray ionization mass spectrometry (ESI-MS) or
ESI-tandem mass spectrometry (ESI-MS–MS) with IC, liquid chro-
matography (LC) [4–8], or flow-injection analysis (FIA) [9,10].
ESI-MS and ESI-MS–MS techniques have been applied widely to
the analysis of perchlorate in environmental samples because
of their high sensitivity and specificity. Several sample prepa-
ration techniques have been applied for perchlorate analysis in
various water samples, including standard addition [9], ion-pair
liquid–liquid extraction (ion-pair LLE) [10], or sample pretreatment
with ion-exchange cartridges [1,4,6,7]. Currently, liquid-phase
microextraction (LPME), a simple and cost-efficient technique,
has emerged as an attractive alternative for sample preparation
(see Refs. [12–14] and reference therein). Hollow-fiber-protected
LPME (HF-LPME) coupled with GC–MS or LC–MS has been applied
successfully to the determination of various organic contami-
nants in environmental, biological and food samples (see Refs.
[12–16] and reference therein). However, combination of HF-LPME
with tandem mass spectrometry to analyze anionic analytes (e.g.,
perchlorate) in complex environmental samples has not been
reported.

In this study, the effects of various operating parameters on the
extraction of perchlorate from aqueous samples by ion-pair HF-

LPME were evaluated. Di-n-hexylammonium acetate (DHAA) was
applied in this ion-pair HF-LPME coupled with ESI-MS–MS analysis
because of its volatility, its weak signal suppressing effect, and the
relatively low abundances of its Na+, K+ adducts, which simplify the
mass spectra interpretation [17]. Moreover, this developed method
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Table 1
Experimental optimized conditions.

Ion-pair LPME
Fiber length 30 cm
Ion-pairing reagent 4 mM DHAA
Extraction solvent 1-octanol
Stirring rate 300 rpm
Extraction time 40 min
Extraction temperature 30 ◦C
pH 7.0

Flow injection
Carrier liquid MeOH: CH2Cl2 (70:30, v/v)
Injection volume 60 �L
Flow-rate 0.1 mL/min

Negative ESI-MS–MS
Capillary voltage 4000 V
Drying gas temperature 325 ◦C
Drying gas flow-rate 3.5 L/min
Nebulizing gas pressure 22 psi
H.-C. Chen et al. / Ta

as applied for the first time to extract perchlorate directly from
omplex environmental samples at a trace-level.

. Experimental

.1. Reagents and materials

HPLC-grade methanol was purchased from Merck (Darmstadt,
ermany). Reagent-grade 1-octanol was used as received from
luka (Buchs, Switzerland). The reagent-grade ion-pair reagents:
i-n-propylammonium acetate (DPAA), di-n-butyl ammonium
cetate (DBAA), di-n-amylammonium acetate (DAAA), di-n-
exylammonium acetate (DHAA) and decyltrimethylammonium
romide (DeTMA-Br) were purchased from TCI (Tokyo, Japan).
odium perchlorate (used as the standard) was obtained from
igma–Aldrich (St. Louis, USA). All other chemicals were of analyti-
al grade and used as received. Deionized water was further purified
sing a Millipore water purification device (Millipore, Bedford,
SA). A stock solution of perchlorate standard (1000 �g/mL) was
repared in deionized water. The Accurel Q3/2 polypropylene hol-

ow fiber membrane (600-�m I.D., 200-�m wall thickness, 0.2-�m
ore size) for HF-LPME was obtained from Membrana (Wuppertal,
ermany). The hollow fiber (30-cm in length) was cleaned ultra-
onically in acetone for 20 min and air-dried prior to use. A 100-�L
yringe equipped with a conical needle tip (SGE, Sydney, Australia)
as used for LPME experiments.

.2. Sample collection

Water samples were collected on November 7, 2007, 6 days
fter an explosion at a firework factory in Miao-Li County, Tai-
an. Sample-A (specific conductance 370 �S/cm) was collected in a
itch, 20 m from the point of explosion. Sample-B (specific conduc-
ance 500 �S/cm) was collected from Ho-Long River at the location
f the ditch exit. The third water sample (Sample-C, specific con-
uctance 390 �S/cm) was also collected from Ho-Long River, but
0 km downstream from the site of the explosion. The pH of each
ample was ca. 7.1. Upon arrival at laboratory, the samples were
mmediately passed through a 0.45-�m membrane filter, and then
ubjected to the ion-pair HF-LPME procedures using the standard
ddition method for quantitation.

.3. Ion-pair HF-LPME

The LPME device and the basic principle of Hollow-fiber-
rotected LPME involving ion-pair formation have been described
lsewhere [15]. The hollow fiber (30-cm in length) was firstly
ipped for 8 min in 1-octanol. Subsequently, 100 �L of 1-octanol
as injected into the lumen of the hollow fiber, and then the
ber was placed in a 40-mL sample-vial with 40 mL of sam-
le solution containing 4 mM DHAA. For optimal extraction (see
ection 3.2), a water bath’s temperature was controlled at 30 ◦C
sing a remote probe, and the sample was stirred at 300 rpm
100 rpm = 10.47 rad/s) for 40 min. After extraction, the 1-octanol
as retracted into a 100-�L micro-vial, and then an aliquot of 60-�L
as injected by flow-injection into ESI-MS–MS system. Each piece
f fiber was employed only once to avoid any possibility carryover.

.4. Flow-injection ESI-MS–MS

A mixture of methanol and dichloromethane (70:30, v/v) was

sed as the carrier liquid of the flow-injection system and the flow-
ate was 0.1 mL/min. No LC column was required for this analysis.
erchlorate was detected using an Agilent LC-MSD Trap SL mass
pectrometer (Palo Alto, USA) equipped with an ESI in negative-
onization mode. The detection parameters were optimized by
Fragmentation amplitude 0.25 V
Precursor ions m/z 384.6 and 386.7 [ClO4-ClO4-DHA]−

Product ions m/z 99 [35ClO4]− and m/z 101 [37ClO4]−

estimating the signal intensity through a series of continuous-
infusion experiments. Mass spectra were collected in the scan range
m/z 80–450. The optimized ESI parameters (see Section 3.1 and
Table 1) were applied. The helium background gas was maintained
at a pressure of 6×10−6 Torr during the MS–MS measurements.
Quantitation of perchlorate was performed through product ion
scans recording two transitions.

3. Results and discussion

3.1. Optimization of ESI-MS–MS

A mixture of methanol and dichloromethane (70:30, v/v) as the
carrier liquid to transport the ion-paired perchlorate complex into
ESI-MS–MS system was applied to obtain the highest ionization sig-
nal, which has been described by Magnuson et al. [10]. The effect of
several parameters were evaluated to optimize the ESI ionization
efficiency and thereby obtain the highest and most stable signal-to-
noise (S/N) ratio for the intensity of the flow-injection peak under
MS–MS conditions. Fig. 1 displays that the capillary voltage was
optimized at 4000 V (tested between 1000 and 6000 V); the drying
gas temperature and drying gas flow-rate were optimized at 325 ◦C
(tested between 300 and 400 ◦C) and 3.5 L/min (tested between
2 and 8 L/min), respectively; and the nebulizing gas pressure was
optimized at 22 psi (tested between 10 and 50 psi) (Table 1). Under
ESI-MS conditions, a stable and predominant complex featuring
one DHA cation and two perchlorate anions ([ClO4-ClO4-DHA]−)
at m/z 384.6 and 386.7 were detected. Similar complexes formed
through ion pairing between a cation and perchlorate ions have
been reported previously [10]. Under the optimized MS–MS condi-
tions, the predominant product ions [ClO4]− at m/z 99.1 and 101.2
were observed as a result of the loss of the DHA cation and one
perchlorate anion. These predominant product ions as quantitation
ions were used to maximize the detection selectivity and sensitivity.

3.2. Ion-pair HF-LPME

Table 1 also lists the optimized conditions of the ion-pair HF-
LPME technique. The extraction solvent in HF-LPME should be

compatible with the fiber and have low volatility. According to
previously reports [12–16,18], 1-octanol has been employed in the
extraction of various organic compounds with satisfied extraction
efficiency. Therefore, 1-octanol was selected as the extraction sol-
vent for the study.
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Fig. 1. Effects of the (a) capillary voltage, (b) drying gas temperature, (c) drying
gas flow-rate and (d) nebulizing gas pressure on the peak abundance of negative
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Fig. 2. Effects of the (a) extraction time, (b) extraction temperature and (c) pH value
SI-MS–MS detection. Three replicate experiments were performed; the error bars
epresent the standard deviations.

The ion-pairing reagent plays two roles in this extraction
ethod: (i) it neutralizes the perchlorate ion so that its ion-pair

omplex may be readily extracted by 1-octanol, and (ii) it increases
f m/z signal of the perchlorate complex to avoid interference from
ons of lower masses. The performance of four ion-pairing reagents,
PAA, DBAA, DAAA, and DHAA, which were commonly used for the
C–ESI-MS analyses of acidic organic compounds, was evaluated.
n addition, the ion-pairing reagent DeTMA-Br, which has been
pplied previously for perchlorate ion-pair LLE analysis [10], was
lso tested. After extraction for 40-min at a stirring rate of 300 rpm
t 30 ◦C, a strong and stable signal was observed when DHAA was
mployed as the ion-pairing reagent because of its weak signal sup-
ressing effect and simple mass spectrum. No or weak signals were
etected when employing the other four reagents (data not shown).
lthough DeTMA-Br has been applied successfully in an ion-pair

LE study [10], it appears to be inappropriate to use in ion-pair HF-
PME studies, presumably due to its long alkyl chain. Therefore,
HAA was used as the ion-pairing reagent to extract perchlorate

rom water samples.
on the peak abundance of ion-pair HF-LPME. The spiked concentration of perchlorate
was 5 �g/L. Three replicate experiments were performed; the error bars represent
the standard deviations.

The extraction time must be sufficiently long to allow equilib-
rium to be reached for the partitioning of the ion-paired perchlorate
complex between the aqueous and extraction solvent. However,
the extraction solvent might transfer into the aqueous phase at
too longer extraction times, causing the extraction efficiency to
decrease through a solvent depletion effect [18]. Fig. 2(a) shows that
the peak abundances increased upon increasing the extraction time
from 30 to 40 min. After 45 min, the peak abundance decreased; in
this case, some 1-octanol was observed on the surface of the aque-
ous samples. Hence, an extraction time 40 min was used for our
subsequent experiments. The effects of the concentration of DHAA
and stirring speed were also evaluated. However, the average peak
abundance (65±5×102) was not significantly different at the con-
centrations of DHAA varies from 4 to 7 mM, and stirring speed varies
from 100 to 300 rpm (data not shown).

In most cases, the extraction temperature for LPME experiments
has not been evaluated; i.e., they have always been performed
at room temperature (see Refs. [12–14] and reference therein). A
non-uniform extraction temperature might affect the reproducibil-
ity of the results because a fluctuation temperature influences the
kinetic energy of the ion-paired analytes and, therefore, affect mass
transfer through the fiber. Thus, for the first time, the effect of the
temperature was studied on the extraction efficiency of HF-LPME.
Fig. 2(b) shows that the peak abundance increased upon increasing
the extraction temperature from 25 to 30 ◦C, presumably because
the kinetic energy of the ion-paired complexes and their mass-

transfer process from the sample solution to the extraction solvent
both increased in response to higher temperatures. However, the
peak abundance decreased upon increasing the temperature from
30 to 50 ◦C, presumably the rising temperature increasing the
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Table 2
Quantitation of perchlorate in environmental samples using the standard addition
method.

Sample Equation r2 R.S.D. (%) Detected concentration
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y = 19109x + 623448 0.994 4.8 130 �g/L
y = 1952.5x + 12252 0.999 7.2 6.3 �g/L

ossibility of solvent immersion and depletion and also affects the
quilibrium constant of extraction process, which can led to loss of
he analyte from the lumen of the fiber. Therefore, the extraction
emperature was maintained at 30 ◦C. The pH value is an important
actor affecting the extraction of ionic compounds through ion-pair
F-LPME [18]. Fig. 2(c) shows that the peak abundance of ion-pair
omplex of perchlorate increased slowly when the pH value of sam-
le solution was increased from 3.0 to 7.0 and then decreased upon

ncreasing the pH value from 7.0 to 11.0. This observation may be
ttributed to the pH value of sample solution influencing the exist-
ng form of ion-pair reagent, DHAA, and affecting the extraction
fficiency of perchlorate. Therefore, the pH value of sample solu-
ion was maintained at 7.0 for subsequent experiments. This result
s consistent with that normally applicable to ion-pair HF-LPME in
he extraction of acidic herbicides [18].

.3. Method performance and applications

The analytical characteristics of the developed method in terms
f its linear response range, reproducibility and limit of detection
LOD) were investigated to estimate the efficiency and the feasibil-
ty of applying it to the environmental samples. The linearity was
alculated from five-level calibration curve in the range from 1 to
00 �g/L. The precisions of the curve, as indicated by the relative
tandard deviation (R.S.D.) was 12.6%, with a correlation coefficient
r2) of 0.995. The limit of detection (LOD) was determined through
F-LPME of spiked blank river samples, the value was 0.5 �g/L for
40-mL water sample, defined at an S/N ratio of 3, which is similar

o previous reports [1,9].
The developed method in conjunction with the standard addi-

ion method was employed to quantitate perchlorate ion in three
urface water samples obtained near the site of an explosion at an
llegal fireworks factory. Five series vials each containing 40-mL of

water sample were spiked with standard perchlorate solution to
btain final concentrations of 5, 10, 20, 40, and 50 �g/L, respectively.
able 2 displays the quantitation results and the reproducibilities
f the standard addition curves. The correlation coefficients (r2) of
he curves in environmental samples were greater than 0.994. The

[
[

[
[
[
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R.S.D.s for Samples-A and -B were 4.8% and 7.2%, respectively. Rela-
tively high level of perchlorate (130 �g/L) was detected in Sample-A
even through 6 days had elapsed after the accident at the fire-
works factory. This high concentration of perchlorate in Sample-A
arose primarily from the explosion. Perchlorate was not detected in
Sample-C, possibly because of dilution.

4. Conclusions

A rapid and reliable ion-pair HF-LPME coupled with ESI-MS–MS
technique were developed and optimized to determine perchlorate
in environmental water samples. The DHAA ion-pairing reagent
provided excellent extraction efficiency for perchlorate through
HF-LPME, and it was also sufficiently volatile for use in the ESI-
MS–MS system. The low cost and single use of fibers eliminate the
possibility of the carry-over problems. Overall, our results suggest
that ion-pair HF-LPME is a good alternative extraction method for
the determination of perchlorate in environmental samples; it is a
simple, effective, and environmental friendly analytical method.
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a b s t r a c t

Phosphodiesters quaternary ammonium salt (PQAS) displayed quite intense light scattering in aqueous
solution under the optimum condition. In addition, the resonance light scattering (RLS) signal of PQAS
was remarkably decreased after adding trace amount polysaccharide with the maximum peak located at
391 nm. It was found that the decreased RLS intensity of the PQAS−PPGL system (�IRLS) was in proportion
to PPGL concentration in the range of 0.1–30 ng mL−1, with a lower detection limit of 0.05 ng mL−1. Based
eywords:
hosphodiesters quaternary ammonium
alt
urified polysaccharide of Gracilaria
emaneiformis
esonance light scattering

on this rare decreased RLS phenomenon, the novel method of the determination of purified polysaccha-
ride of Gracilaria Lemaneiformis (PPGL) at nanogram level was proposed in this contribution. The proposed
approach was used to determine purified polysaccharide extracted from Gracilaria Lemaneiformis with
satisfactory results. Compared with the reported polysaccharide assays, this proposed method has good
selectivity, high sensitivity and is especially simple and convenient. Moreover, the mechanism of the reac-
tion between PQAS and polysaccharide was investigated by RLS, fluorescence, and fluorescence lifetime
ecrease spectra.

. Introduction

Carbohydrates, the third kind of important biomacromolecules
n biology, have taken part in almost all of the life processes such as
iosynthesis, cellular recognition, viral and bacterial infection, and
umor cell metastases [1]. Although the determination of polysac-
haride is important, the published paper on this area is rare. Sul-
ated purified polysaccharide of Gracilaria Lemaneiformis (sulfated
PGL), a class of polysaccharides, has become an attractive material
n the field of pharmaceutics because it has many pharmacological
ffects such as anti-cancer, anti-cardiovascular disease, anti-virus,
nti-oxidation, immune enhancement, and so on [2]. Therefore, the
uantitative determination of sulfated PPGL is quite significant. Sev-
ral methods including the colorimetric method [3], the prelabeling
ethod [4,5], the bioassay method [6,7], and the high-performance

iquid chromatography (HPLC) [8] have been used to determine the
olysaccharide. However, the colorimetric method which is a classi-
al method encounters the low selectivity. The prelabeling method

uffers from complicated operation and is time-consuming. The
ioassay method is concerned with the sensitive biochemical reac-
ion, such as clotting, which limits its applications. In addition, the
PLC is limited by the complex operation and expensive apparatus.

∗ Corresponding author. Fax: +86 754 8290 2767.
E-mail address: kqlu@stu.edu.cn (Z. Chen).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.021
© 2009 Elsevier B.V. All rights reserved.

Thus, it is extremely essential to develop a simple, sensitive and
accurate method for polysaccharide determination.

Resonance light scattering (RLS) is a sensitive and selective tech-
nique for monitoring molecular aggregation. Since Pasternack et al.
first established the RLS technique to study the biological macro-
molecules with a common fluorescence spectrometer [9,10], RLS
studies have attracted great interest among researchers. In the
decade years, RLS technique has been used to determine various
biological macromolecules such as nucleic acid [11–14], protein
[15–18] and medicine [19–21]. Besides, there are only few papers
about the determination of polysaccharide [22–24]. However, the
study and determination of the sulfated PPGL using PQAS as probe
by RLS technique have not yet been reported.

In this contribution, phosphodiesters quaternary ammonium
salt (PQAS, Fig. 1) self-aggregated into the micelle that induced a
very intense RLS intensity under optimum conditions. The intense
RLS intensity of PQAS remarkably decreased after adding a trace
amount of PPGL. Moreover, the change of RLS intensity of the
PQAS–PPGL system (�IRLS) was directly proportional to the PPGL
concentration in a certain range. Based on the infrequent decreased
RLS phenomenon, a high-sensitivity detection of polysaccharide at

nanogram level was developed in this paper. PQAS is one of gemini
amphiphiles. Gemini surfactants have structures that are unique
to the world of surfactants for possessing two long hydrophobic
hydrocarbon chains and two polar headgroups covalently attached
through a spacer group and were first synthesized by Menger and
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Fig. 1. The structure of phosphodiesters quaternary ammonium salt (PQAS).

ittau [25]. Furthermore, PQAS has shown interesting properties in
ifferent areas such as skin care, antibacterial regimens, construc-
ion of high porosity materials, analytical separations, drug carriers,
nd solubilization processes [26,27]. The direct determination of
olysaccharide using PQAS as probe has not yet been reported. Our
xperimental results showed that this proposed approach had the
dvantages of simplicity, high sensitivity and relative absence of
nterferences. The polysaccharides in synthetic and real extracted
amples were determined with satisfactory results. In this contri-
ution, spectral characteristics, the optimum conditions, and the
echanism of the reaction between PQAS and sulfated PPGL were

nvestigated. In addition, understanding and predicting possible
nteractions that occur between polysaccharide and gemini zwit-
erionic surfactant will be useful in both academic and commercial
pplications [28].

. Materials and methods

.1. Apparatus

The RLS spectra and intensity were measured with an LS-
5 spectrofluorometer (PerkinElmer, USA) using a quartz cuvette
1.0 cm×1.0 cm). The scan electron microscopy (SEM) images were
btained by means of a Hitachi-600 scan electron microscopy
Tokyo, Japan). The steady-state fluorescence and the fluorescence
ifetime were measured with an FLS-920 picosecond fluores-
ence lifetime spectrometer (Edinburgh Instruments, UK). All pH
easurements were made with a DELTA 320-S acidity meter

Mettler-Toledo Instruments Co. Ltd., Shanghai, China).

.2. Reagents

The sulfated purified polysaccharide of Gracilaria lemaneiformis
PPGL), purchased from China Pharmaceutical Biological Products
nalysis Institute, was directly dissolved in doubly distilled water
ithout further purification and stored at 1–4 ◦C.

The Britton-Robinson (BR) buffer solution (pH 7.0–9.5) was
sed to control the acidity of the solution, which was made up of
.04 mol L−1 phosphoric acid, 0.04 mol L−1 acetic acid, 0.04 mol L−1

oric acid, and 0.2 mol L−1 sodium hydroxide.
All the reagents used were of analytical grade without further

urification or the best grade commercially available. Water used
hroughout was doubly distilled.

.3. Preparation of PQAS

Phosphodiesters quaternary ammonium salt (PQAS) was syn-
hesized and characterized by the infrared (IR) spectrum according
o the literature [26]. The structure of PQAS obtained was illustrated
n Fig. 1. The 4.0×10−3 mol L−1 working solution was prepared
y directly dissolving 0.262 g precisely weighed PQAS product in
00 mL freshly obtained doubly distilled water.

.4. Extraction of PPGL [29]
The artificial culture Gracilaria Lemaneiformis (KF981 strain, sup-
lied by nan’ao marine research station of Shantou University,
hantou, China) was thoroughly washed with distilled water to
emove the impurities such as sand and salt. Then it was dried
9 (2009) 171–176

at 60 ◦C and ground up. The powder was passed through a 60-
mesh sieve and was stored in a sealed brown container. Before each
weighing, the powder was dried to constant at 105 ◦C and cooled to
the room temperature.

Precisely weighed powder was dissolved and extracted by the
conventional hot water extraction method. The extracted solu-
tion was centrifugalized at 2500 rpm for 15 min. The suspension
was transferred to a virginal centrifuge tube. Subsequently, three
times amount of ethanol was added and mixed completely. Equally
important, the mixture was placed at 4 ◦C overnight and then cen-
trifugalized. After the precipitate was freeze-dried, it got the crude
polysaccharide of Gracilaria Lemaneiformis. Extracted polysaccha-
ride was further purified by dissolving the crude sample and
adding appropriate 70% (w/v) trichloroacetic acid solution. Espe-
cially, the mixture was placed at 4 ◦C overnight and centrifugalized.
Besides, the suspension was neutralized by 5% sodium hydrox-
ide. In addition, the solution was further extracted by the dialysis
assay for more than 3 days. Finally, after the extracted solution
was carried out freeze-drying, it got the purified polysaccharide of
Gracilaria Lemaneiformis. Meanwhile, protein and other impurities
were removed with the operation above.

2.5. Sample preparation

One milliliter Britton-Robinson buffer, 1.50 mL PQAS solution
and appropriate standard polysaccharide or sample solution were
successively added to a 10-mL calibrated flask, and then the mix-
ture was diluted to the mark with doubly distilled water and stirred
thoroughly. The sample was removed from the calibrated flask and
placed in a cuvette for RLS, steady-state fluorescence or fluores-
cence lifetime measurements. Normally, lifetime measurements
were carried out immediately after preparing the sample and then
were repeated after several hours of incubation.

2.6. Experimental procedures

The resonance light scattering (RLS) spectrum was obtained by
scanning simultaneously the excitation and emission monochro-
mators (�� = 0.0 nm) from 250 nm to 700 nm. The extent of light
scattering was measured at the maximum wavelength with slit
width at 5.0 nm for the excitation and emission. Based on the spec-
trum, the RLS intensity was measured at 391.0 nm. The change of
RLS intensity of PQAS that decreased by the addition of polysaccha-
ride was represented as �IRLS = I0

RLS − IRLS, where I0
RLS and IRLS were

the RLS intensities of PQAS without and with the polysaccharide.
Steady-state fluorescence spectrum was measured using an

FLS-920 picosecond fluorescence lifetime spectrometer. PPGL fluo-
rescence was monitored using excitation at 247.0 nm and emission
at 304.0 nm.

Fluorescence lifetime was obtained by time-correlated single-
photon counting with a Picoquant picosecond pulsed diode laser
(50 ps pulsewidth) for excitation. The sample was excited at
247.0 nm by a sub-nanosecond pulsed diode laser with a repeti-
tion rate of 10 MHz. The 304.0 nm emission was used for sample
excitation. The decay curve was recovered by tail fitting with the
instrument-specific software (Edinburgh Instruments). Data nor-
mally were collected to a constant peak value of a 1000 counts.
The measurements were repeated three times to obtain the best
dataset. The fluorescence lifetime was performed at room temper-
ature (21–23 ◦C).

3. Results and discussion
3.1. Spectral characteristics

The RLS spectra of PPGL, PQAS and the PQAS–PPGL system at pH
9.0 were exhibited in Fig. 2. As Fig. 2 illustrates that the RLS signal



Z. Chen et al. / Talanta 79 (2009) 171–176 173

F
C
6

o
o
T
m
s
w
M
w
l
i
R
P
i
T
t
w
c
[
o
d

t
a
a
c
a
T
a

F
C

3.2. Effect of pH
ig. 2. Resonance light scattering spectra of the PQAS−PPGL system. Conditions:
PQAS = 6.0×10−4 mol L−1; CPPGL (�g mL−1): 1, 0; 2, 0.002; 3, 0.005; 4, 0.01; 5, 0.02;
, 1.0 (without PQAS); pH 9.0.

f PQAS was quite intense, that of PPGL was very small in aque-
us solution over the scanning wavelength range of 250–700 nm.
he intense RLS intensity of PQAS can be clearly denoted with a
aximum peak located at 391.0 nm. In addition, there was a RLS

houlder peak at 443.0 nm. However, the intense RLS signal of PQAS
as remarkably decreased when a trace amount of PPGL was added.
oreover, the change of RLS intensity (�IRLS) was found to increase
ith the increasing PPGL concentration with a maximum peak

ocated at 391.0 nm. Therefore, 391.0 nm was selected as the analyt-
cal wavelength for the further study. In general, this rare decreased
LS phenomenon indicated that the interaction between PPGL and
QAS had occurred, which disaggregated PQAS aggregation, result-
ng in the remarkable decrease of intense RLS intensity of PQAS.
he results from scanning electron microscopy (Fig. 3) confirmed
he inference. Fig. 3 illustrated that the micelles of PQAS molecules
ere disaggregated after adding PPGL, which induced the decres-

ent size of the RLS particles. According to the Rayleigh formula
9,10], the larger the size of the particles, the stronger the signal
f the scattering light. Thus, the intense RLS signal of PQAS was
ecreased after interacting with PPGL.

To study the interaction between zwitterionic gemini surfac-
ant and polysaccharide, the fluorescence property of PPGL in the
bsence and presence of PQAS was investigated. The excitation (a)

nd emission (b) spectra of PPGL were demonstrated in Fig. 4. It
an be seen that two excitation peaks were located at 247.0 nm
nd 275.0 nm, and one emission peak was located at 304.0 nm.
he fluorescence intensity of the PPGL–PQAS system was enhanced
fter adding PQAS. In addition, the blue shift of the maximal exci-

ig. 3. Scanning electron micrograph of PQAS particles in the presence of PPGL.
onditions: CPQAS = 6.0×10−4 mol L−1; CPPGL = 0.02 �g mL−1; pH 9.0.
Fig. 4. The fluorescence excitation (a) and emission (b) spectra of PPGL in the
absence and presence of PQAS. Conditions: CPPGL = 10.0 �g mL−1; CPQAS (mol L−1):
1, 0; 2, 4×10−5; 3, 8×10−5; 4, 1.6×10−4; 5, 4.0×10−4; 6, 8.0×10−4; pH 9.0.

tation peak from 247.0 nm to 224.0 nm was observed when PQAS
combined with sulfated PPGL (Fig. 4), manifesting that the PPGL
environment became more hydrophobic after the formation of the
PPGL–PQAS complex [30].

In order to obtain more information, the study on fluorescence
lifetime of PPGL (10.0 �g mL−1) in the absence and presence of
PQAS was implemented in BR buffer solution (pH 9.0). It was found
that the fluorescence decay curve was more satisfactory when
the excitation wavelength was set at 247.0 nm and the emission
was monitored at 304.0 nm. Therefore, all fluorescence lifetime
assays were monitored using excitation at 247.0 nm and emission
at 304.0 nm. Fig. 5 illustrated that the fluorescence decay curve of
PPGL was remarkably affected by adding PQAS. That was ascribed to
the fact that the new complex formed between PQAS and PPGL had
different fluorescence lifetime, which inhibited self-aggregation of
PQAS, resulting in the remarkable decrease of RLS signal of the
experimental system. Moreover, the fluorescence decay curves of
PPGL after adding varying concentrations of PQAS were nearly
overlapped (see the curves 2–4 in Fig. 5). It was concluded that
the increasing PQAS concentration did not affect the fluorescence
lifetime of the PPGL–PQAS complex, which pointed out that the
interaction force between them was quite stable.
PQAS is one of zwitterionic gemini surfactants with two
hydrophilic headgroups and two hydrophobic hydrocarbon chains.

Fig. 5. Fluorescence decay curves of PPGL (10.0 �g mL−1) in the absence and pres-
ence of PQAS in BR buffer solution (pH 9.0). Conditions: CPPGL = 10.0 �g mL−1; CPQAS

(mol L−1): 1, 0; 2, 8×10−5; 3, 2.0×10−4; 4, 4.0×10−4.
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Fig. 6. Effect of pH on the resonance light scattering (RLS) intensity. Conditions:
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PQAS = 6.0×10−4 mol L−1; CPPGL = 0.02 �g mL−1. The measurement was repeated in
uintuplicate and values were averaged. The curves represent the averages and stan-
ard deviations; *P < 0.05. Some error bars are obstructed by the symbols of the
oints.

herefore, the pH value of the solution has a significant influence
n the acid–base equilibrium of PQAS molecule.

The effect of pH value on RLS signal of the assay system was stud-
ed over the pH range 7.0–9.5. As shown in Fig. 6, RLS intensities of
oth PQAS and the PQAS–PPGL systems were greatly affected by dif-
erent pH values. The RLS signal increased with the increasing pH
alue. However, the RLS intensity of PQAS reached the maximum
nd began to keep constant when pH value was 9.0. The change
f RLS intensity (�IRLS) reached the maximum with pH 9.0. There-
ore, pH 9.0 was chosen for the further assay determination in this
esearch and the optimum volume of BR buffer was 1.0 mL.

.3. Effect of PQAS concentration

Fig. 7 presented the effect of PQAS concentration on RLS inten-
ity. It can be seen that PQAS concentration had great influence
n RLS intensity of the assay system. The RLS intensities, including

0
RLS and IRLS, increased significantly with the increase of PQAS con-

entration in the range of 2.0–6.0×10−4 mol L−1. However, the RLS
ignal of PQAS began to go beyond the detection limit of the instru-
ent when its concentration was more than 6.0×10−4 mol L−1.
oreover, the intrinsic RLS intensity of PQAS nearly reached the

ig. 7. Effect of phosphodiesters quaternary ammonium salt (PQAS) concentration
n the resonance light scattering (RLS) intensity. Conditions: CPPGL = 0.02 �g mL−1;
H 9.0. The measurement was repeated in quintuplicate and values were averaged.
he curves represent the averages and standard deviations; *P < 0.05. Some error
ars are obstructed by the symbols of the points.
Fig. 8. Effect of ionic strength on the resonance light scattering (RLS) intensity. Con-
ditions: CPQAS = 6.0×10−4 mol L−1; CPPGL = 0.02 �g mL−1; pH 9.0. The measurement
was repeated in quintuplicate and values were averaged. The curves represent the
averages and standard deviations; *P < 0.05.

maximum value when its concentration was 6.0×10−4 mol L−1 and
a maximum change of RLS intensity (�IRLS) was observed at the
same condition. Therefore, 6.0×10−4 mol L−1 PQAS was selected in
this study.

3.4. Effect of ionic strength

As displayed in Fig. 8, the effect of ionic strength influenced
significantly on the RLS intensity of PQAS, whereas it influenced
slightly on the RLS intensity of the PQAS–PPGL system. It was
possible that the high-shielding effect of NaCl concentration, coun-
teracting the positive and negative charge of PQAS molecule,
weakened self-aggregation, which induced the decrease of RLS
intensity of PQAS. RLS signals of PQAS and the PQAS–PPGL system
were remarkably decreased after adding low concentration of NaCl
solution, which indicated that the electrostatic interaction was also
one of the main driving forces governing their combination. RLS sig-
nal of the PQAS–PPGL system began to decrease slightly when NaCl
concentration reached 5.0×10−4 mol L−1. Moreover, the change of
RLS intensity (�IRLS) decreased with the increasing ionic strength.

3.5. Incubation time and stability

The assay incubation time and stability of PQAS and the
PQAS–PPGL system were carried out by determining RLS inten-
sity every 2 min for 2 h immediately after mixing throughly. The
results demonstrated that the reaction between PQAS and PPGL
occurred rapidly at room temperature (<4 min) and the change of
RLS intensity of the experimental system (�IRLS) reached the max-
imum. Besides, RLS intensity remained nearly stable for at least
80 min. Accordingly, this assay is rapid with good stability and can
be a useful tool in the determination of PPGL.

3.6. Tolerance of foreign substances

The selectivity and effect of the foreign substances on the deter-
mination was tested by analyzing a standard solution of PPGL
(0.02 �g mL−1) to which increased amounts of interfering species
were added. The tolerance levels of the tested foreign substances
were listed in Table 1. As shown in Table 1, most of the monosac-

charides, disaccharides, metal ions at high concentration hardly
affected the determination. In addition, the surfactants including
anion, cationic and other zwitterionic surfactants were also tol-
erated at high concentration, which demonstrated that there was
specific binding between PQAS and PPGL. Starch was the main inter-
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Table 1
Effects of the potential interfering substances on the determination of polysaccha-
ride (0.02 �g mL−1) under the optimum conditions.

Interfering substances Concentration Change in IRLS (n = 3, %)

Glucose 400.0 �g mL−1 −3.8
Fructose 400.0 �g mL−1 −2.9
Sucrose 400.0 �g mL−1 +4.3
Lactose 400.0 �g mL−1 +4.6
Malic acid 50.0 �g mL−1 +1.8
Starch 50.0 ng mL−1 +6.8
BSAa 50.0 ng mL−1 +4.3
HSAb 50.0 ng mL−1 +4.1
K+, Cl− 500.0 �mol L−1 +2.1
Ca2+, Cl− 50.0 �mol L−1 −3.6
Cd2+, Cl− 10.0 �mol L−1 −1.4
Zn2+, Cl− 10.0 �mol L−1 +2.5
Co2+, Cl− 10.0 �mol L−1 +1.8
Pb2+, NO3

− 25.0 �mol L−1 −2.3
Hg2+, SO4

2− 25.0 �mol L−1 +4.7
Mg2+, SO4

2− 10.0 �mol L−1 −1.2
Mn2+, SO4

2− 10.0 �mol L−1 +1.3
Al3+, SO4

2− 5.0 �mol L−1 +3.3
Ni2+, NO3

− 10.0 �mol L−1 +2.5
Cr3+, NO3

− 5.0 �mol L−1 +3.6
SLSc 2.0 �g mL−1 +3.8
SDBSd 2.0 �g mL−1 +4.2
SDSe 2.0 �g mL−1 +4.6
CTMABf 5.0 �g mL−1 +4.9
CTABg 3.0 �g mL−1 +4.0
HSBh 0.5 �g mL−1 +2.5
BS-12i 1.0 �g mL−1 +5.0

a BSA, Bovine serum albumin.
b HAS, Human serum albumin.
c SLS, Sodium lauryl sulfate.
d SDBS, Sodium dodecyl benzene sulfonate.
e SDS, Sodium dodecyl sulfate.
f CTMAB, Cetyltrimethylammonium bromide.
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Table 2
Comparison with other RLS methods of determination of polysaccharide.

Polysaccharide Linear regression equation
(C, �g mL−1)

Detection limit
(ng mL−1)

References

RL glya log I = 0.42 + 0.98 log C [21]
O glyb log I = 0.19 + 1.01 log C [21]
C glyc log I = 0.38 + 0.94 log C [21]
RL gly log(LSI) = 1.04 + 0.531 log C [22]
O gly log(LSI) = 1.04 + 0.501 log C [22]
C gly log(LSI) = 1.03 + 0.511 log C [22]
Glycogen 2 [23]
PPGLd �IRLS = 4.52 + 28841C 0.05 This work

a RL gly, rabbit liver glycogen.

and vesicle-sized structures [27], producing the larger size particles
which induces intense RLS signal with resonance Rayleigh scatter-
ing theory [33,34]. The deduction is verified by the results from
scanning electron microscopy (Fig. 3).

Table 3
Determination of polysaccharide in synthetic samples.

Sample
(ng mL−1)

Non-protein
substancesa

Foundb (ng mL−1) Recovery (n = 6, %)

PPGL 1.0 BSA, Ca2+, Cd2+, Mg2+,
Na+, Glucose, fructose,
sucrose, lactose, starch

0.985 ± 0.051 98.5

PPGL 5.0 BSA, Al3+, Zn2+, Hg2+,
Co2+, Glucose, fructose,
sucrose, lactose, starch

5.135 ± 0.082 102.7

PPGL 10.0 HSA, K+, Ni2+, Mn2+,
Pb2+, Glucose, fructose,

10.126 ± 0.105 101.3
g CTAB, Hexadecyl trimethyl ammonium bromide.
h HSB, Cocamidopropyl hydroysultaine.
i BS-12, Lauryl betaine.

ering material because it was due to the fact that a strong RLS
ignal was denoted from the starch solution system. In addition,
SA and HAS can be only tolerated at very low concentration. Thus,
he protein in the biochemical sample must be removed before the
etermination of polysaccharide by the proposed method. How-
ver, all the interferences in the analysis can be minimized by
ilution with water, which offers this method with the possibility
f the quantitative analysis of polysaccharide in biological samples.

.7. Calibration curve and detection limit

Under the optimum conditions, it was found that the decrement
f RLS intensity of the PQAS−PPGL system (�IRLS) was linearly with
he concentration of PPGL in the range of 0.1−30 ng mL−1. The lin-
ar regression equation was �IRLS = 4.52 + 28841C (�g mL−1) with
correlation coefficient of 0.9978 (n = 8). The detection limit was
.05 ng mL−1. The limit of detection (LOD) is given by 3S0/S, where
is the factor at the 99% confidence level, S0 is the standard devi-

tion of the blank measurements (n = 11), and S is the slope of the
alibration curve. The comparison of this method with other RLS
ethod is presented in Table 2. It can be pointed out that this pro-

osed approach has the lower detection limit because the slope of
he linear regression equation of this method is larger than that of
ther enhanced RLS methods.
.8. Analysis of samples

To test the accuracy of this assay, recoveries of polysaccharide
rom artificial samples were analyzed and the results were indi-
b O gly, oyster glycogen.
c C gly, clam glycogen.
d PPGL, purified polysaccharide of Gracilaria Lemaneiformis.

cated in Table 3. The samples tested, being made up of different
foreign tolerated ions including several kinds of metal ions and sac-
charine substances were determined by the proposed approach.
Recovery values obtained were in the range 98.5–102.7%, which
demonstrated the high selectivity and sensitivity of this method
and indicated that the proposed method was applicable to deter-
mine PPGL in complex mixtures. Moreover, the proposed method
was performed to determine purified polysaccharide extracted
from Gracilaria Lemaneiformis with satisfactory results, which sug-
gested that the assay of determining polysaccharide was practical
(Table 4).

3.9. The mechanism

PQAS, one of the gemini surfactants, is a group of amphiphiles
possessing two polar headgroups, a spacer group and two long
hydrophobic hydrocarbon chains. Additionally, the two oppositely
charged headgroups are covalently attached through a spacer
group. Many works have shown that the spacer plays a major role in
the aggregation properties of these surfactants. For PQAS, the oxy-
gen atom of the hydrophilic spacer can form hydrogen bonds with
water and reduce the unfavorable hydrocarbon–water contacts,
making it easier for the spacer to be located at the micelle–water
interface [31]. Furthermore, additional hydration at the level of
the spacer chain should mitigate the Coulombic repulsion between
the headgroups. These characteristics facilitate self-aggregation of
gemini amphiphiles [31,32]. Further, PQAS can self-aggregate, pos-
sibly along with spherical aggregates called micelle, into tubules
sucrose, lactose, starch

a 5.0 ng mL−1: BSA, HSA; 80.0 �g mL−1: glucose, fructose, sucrose, and lactose;
2.0 ng mL−1 starch; 1.0×10−6 mol L−1 metal ions; 6.0×10−4 mol L−1 PQAS.

b Data shown are averages ±standard deviations from six independent experi-
ments.
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Table 4
The results of the determination of purified polysaccharide of Gracilaria Lemaneiformis.

Samples Found value (ng mL−1) Standard added (ng mL−1) Recovery valuea (ng mL−1) Recovery (n = 6, %)

1 4.5 5 9.3 ± 0.08 97.9
2 6.2 5 10.9 ± 0.10 97.3
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8.5 5
12.3 5

a Data shown are averages ±standard deviations from six independent experime

The interactions between sulfated PPGL, a hydrophilic anionic
olysaccharide, and gemini amphiphiles were investigated using
LS, fluorescence and fluorescence lifetime techniques. The main

nitial interaction between sulfated PPGL and gemini amphiphiles
ad electrostatic character, and probably proceeded between the
harged centers on the macromolecular chain and the charged
eads of the surfactant. The dependence of RLS intensity of the
QAS–PPGL system on the pH and the ionic strength is fully com-
atible with this interpretation.

As evidenced from the blue shift of the maximal excitation peak
hen PQAS bound to sulfated PPGL (Fig. 4), it was concluded that

he PPGL environment became more hydrophobic after binding to
QAS. In addition, the fluorescence lifetime assays demonstrated
hat the new complex between PQAS and PPGL had different fluo-
escence lifetime from PPGL. When sulfated PPGL was added, the
elf-aggregation of PQAS molecule was disaggregated, inducing the
ecrescent size of the RLS particles, which then induced decreased
LS intensity (Fig. 3).

. Conclusion

PQAS denoted a very intense light scattering in aqueous solu-
ion at pH 9.0. In addition, the intense RLS signal of PQAS displayed
he dominated decreased RLS phenomenon after the addition of
ulfated PPGL. Based on the rare decreased RLS phenomena, the
ovel method for the determination of polysaccharide at nanogram

evels was developed in this contribution. Compared with the
eported polysaccharide assays, this proposed method had good
electivity, high sensitivity and was especially simple and con-
enient. The method was applied to analyze the polysaccharide
n extracted samples from Gracilaria Lemaneiformis with satisfac-
ory results. Moreover, this proposed method can be an automatic
rocess for the quantitative analysis of polysaccharide only com-
ined with other techniques such as flow injection analysis system
35–37].
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ture parameters which functionally decide their reactive modes. It is clear that the BPSSVM is potent in
predicting the interactive modes between antibiotics and DNAs.
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ntibiotics
NA

nteractive mode

. Introduction

Many research results about the interaction mechanisms
etween antitumor drugs and DNAs have been reported [1–4]. DNA
arries the heritage information and instructs biological synthesis
f proteins and enzymes through processing the replication and
ranscription of genetic information in the life process. Developing
ovel reagents which can recognize sites and probe the structure
nd function of nucleic acid is a potent approach for recognizing and
etermining duplex DNAs. Antibiotics exert their primary biolog-

cal functions by interfering with the normal cellular functions of
acteria and fungi so as to prevent further infection in the host. The

ntercalation and groove binding are their principal reactive modes.
hose regular functions include cell wall biosynthesis, membrane
unction, DNA replication, DNA transcription, and RNA translation
r protein synthesis and activity.

To understand how molecules bind to DNA is helpful in the
rea of drug design and genetic diseases therapy [5]. The ultravi-
let–visible spectroscopy [6,7], the fluorescence spectroscopy [8,9]
nd the atomic force microscopy (AFM) [10] have been applied to
dentify their reactions. A great progress has been made to research
he interactions between DNAs and drug moleculars [11,12]. Piezo-
lectric quartz crystal impedance (PQCI) analysis is a very powerful

ethod to study the kinetic interactive process of antitumor drugs

nd DNAs [13]. The �–� stacking interactions stabilize integrates
f DNA and the intercalating drugs which insert between two adja-
ent base pairs in a DNA helix with their flat heteroaromatic ring

∗ Corresponding author. Tel.: +86 931 7971276; fax: +86 931 7971276.
E-mail address: luxq@nwnu.edu.cn (X. Lu).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.02.022
systems. Multiaromatic ring drugs form minor groove bonds with a
characteristic curved shape that is isohelical with the target groove,
such as pyrrole, furan, or benzene that is connected by the bond
possessing torsional freedom [14]. Some noncovalent interactions
such as van der Waals interactions, hydrophobic forces and hydro-
gen bonds stabilize DNA–drug complexes. Obviously, the structure
information of drug moleculars is crucial for investigating their
interactive modes with DNAs.

The analytical methods of Chemometrics and Bioinformatics
have exhibited strong abilities in extracting both chemical and bio-
logical information [15–17]. It has been reported that SVM is one
of the most successful classification algorithms in the data mining
area and provides good performance for anomaly network intrusion
detection [18–20]. Viewing the input data as two sets of vectors in
an N-dimensional space, an SVM will construct two parallel hyper-
planes, each of which would “push up against” one data set so as
to maximize the “margin” between the two sets. In this way, the
empirical classification error can be minimized [18–20].

In this paper, the Best Prediction Set Support Vector Machine
Method (BPSSVM) method based on SVM focuses on determin-
ing the interactive modes between various drugs and DNAs. Thirty
antibiotics are investigated to either construct or train the deter-
mining model. Docking simulation is also applied to understand it.

2. Methods
2.1. The Best Prediction Set Support Vector Machine Method
(BPSSVM)

SVM maps the input vectors x∈Rd into a high dimensional
feature space ˚(x)∈H and constructs an Optimal Separating Hyper-
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Table 1
Twenty-four structure parameters of antibiotics.

Twenty-four parameters of molecular structure

Number of N atom Length of O–O bond Electronic energy

Double bond Sum of rings (the atom C >5) Principal Moment of Inertia-X
Lone-pair electrons Balaban index Principal Moment of Inertia-Y
Molar refractivity Wiener index Principal Moment of Inertia-Z
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umber of O atom Connolly accessible are
ength of N–O bond Connolly molecular are

lane (OSH), which maximizes the margin, the distance between
he hyperplane and the nearest data points of each class in the space
. The kernel function K(xi, xj) defines an inner product in the space
and performs the mapping ˚. Furthermore, different mappings

onstruct different SVMs. SVM implements the following decision
unction:

(x) = sgn

(
N∑

i=1

yi˛ik(x, xi)+ b

)
(1)

here the coefficients ˛i are obtained by solving the following con-
ex Quadratic Programming (QP) problem:

N

i=1

˛i −
1
2

N∑
i=1

N∑
i=1

˛i˛j · yiyj · K(xi, xj), 0 ≤ ˛i ≤ C

N

i=1

˛iyi = 0, i = 1, 2, . . . , N. (2)

ere, C > 0 is the penalty parameter of the error term, which controls
he trade off between margin and misclassification error. xj (˛i > 0)
re Support Vectors. The Radial Basic Function (RBF) kernel nonlin-
arly maps samples into a higher dimensional space, so it, unlike
he linear kernel, can handle the case when the relation between
lass labels and attributes is nonlinear. It can be written as:

(xi, xj) = exp(−� ||xi − xj||2) (3)

The kernel function and the penalty parameter C are simulta-
eously selected to specify one SVM for a given dataset. SVM can
lobally optimize the solution of the QP problem, handle large fea-
ure spaces, effectively avoid overfitting by controlling the margin
nd automatically identify a small subset made up of informative
oints, etc.

The reactive mode prediction of antibiotic and DNA is a multi-
lass classification problem. A simple strategy to handle the
ulti-class classification is to reduce the multi-classification to a

eries of binary classifications. For a k-class classification, k SVMs
re constructed. The ith SVM will be trained with all of the sam-
les in the ith class with positive labels and all other samples with
egative labels. Unknown sample is classified into the class that
orresponds to the pre-trained SVM with the highest output value.
he software used to implement SVM is LibSVM [21] which can be
reely downloaded from http://www.csie.ntu.edu.tw/∼cjlin/libsvm
or academic use. Therefore, the BPSSVM can be obtained by the
ollowing program:

Random one parameter from one to the parameter number
+ one parameter from one to the parameter number-1

SVM training
+ one parameter from one to the parameter number-2
SVM training
. . .
Next, until the error is the lowest.
Partition coefficient (octanol/water)
olume HOMOEnergy

LUMOEnergy
Sum of atom

2.2. Docking simulations

DOCK6.0 program using the crystal structures to generate
atomic grids. All ligand and water molecules are removed. Chimera
Tools package (http://www.cgl.ucsf.edu/mailman/confirm/
chimera-users/ea0691d4f6e694173207320e56f5779d8edbf5e1)
are used to prepare the ligand for docking performance, to
assign the hydrogen atoms addition and Gasteiger charges [22]
to the ligand and to produce final docked conformations within
a fixed protein structure. AMBER score implements MM GB/SA
simulations with traditional all-atom AMBER force field [23]
(http://amber.scripps.edu) for protein atoms, and general AMBER
force field [24] for ligand molecules. The interaction between the
ligand and the protein is represented by electrostatic and van der
Waals energy terms, and the solvation energy is calculated using
Generalized Born (GB) solvation model. The surface area term
is derived using a fast LCPO algorithm [25]. The AMBER score is
calculated as:

E(Complex)− [E(Receptor)+ E(Ligand)] (4)

where E(Complex), E(Receptor) and E(Ligand) represent the energy
of the complex, receptor and ligand, respectively. During AMBER
score calculation, the input coordinates and parameters of the
complex, ligand and receptor are read into the system. After read-
ing the input coordinates, minimization using conjugate gradient
method is performed to remove the bad contacts. This is followed
by MD simulation (Langevin dynamics at constant temperature),
and a short minimization to get the final energy of the system.
The particular arrangement of the ligand and the protein can be
defined by a set of values in dock in file describing the translation,
orientation, and conformation of the ligand with respect to the
protein having a fixed conformation. Each set of ligand value corre-
sponded to a gene, whereas the atomic coordinates correspond to
a phenotype. The docking fitness is based on the total interaction
energy of the ligand with protein. This paper proposes Dock6.0
(https://dock.compbio.ucsf.edu/retrieve dock distribution.html)
to investigate the reactive model of antibiotics and its protein
targets and their reaction mechanisms.

3. Results and discussion

3.1. BPSSVM prediction

The reactive modes of thirty antibiotics and DNAs, which include
minor groove [14,26–29], intercalation [30,31,4,32–35] and electro-
static [4,36], have been reported and collected here for investigating
their structure parameters which have important functions to
decide their reactive modes. The twenty-four collected parameters

which can obviously reflect their structure characteristics (such as,
the double bond can reflect molecular electron cloud density) are
listed in Table 1. Among them, the octanol (o)/water (w) partition
coefficient (p) which is useful for example in estimating distribution
of drugs within the body is defined as the ratio of a chemical’s con-
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Table 2
The BPSSVM predicting results and docking results between antibiotics and DNAs/protein targets (I: intercalation. M: minor groove. E: electrostatic).

N atoms Double bonds Lone-pair
electrons

Molar refractivity Radius Interactive mode PDB ID Energy score
(kJ/mol)

H-bond length (Å)

Reported Predicted

Netropsin [16] 10 7 5 11.7535 10 M
Hoechst33258 [14] 6 11 4 12.0034 9 M 1PPK −43.7944 Gln238 N–/O: 3.031;

Gly35 O/N–: 3.102
AMAC [20] 1 7 1 −99.9 4 I
DB244 [17] 4 10 3 14.4971 10 M M/ILVQ 1RTD −45.5669 Lys66 O/N–: 3.462;

Gln151 O/N–: 3.149
WP776 [21] 1 12 15 16.1471 9 I
DADM [22] 1 9 17 13.789 7 I 1RTD −36.9471 Glu53 O/O–: 2.748;

Lys49 O/O–: 3.081
NOM [22] 1 7 27 19.6832 10 I/E 1NNC −35.6926 Asp412 O/N–: 2.969;

Arg419 N–/O: 3.090
CGP40215A [18] 9 11 5 10.9743 8 M M/ILVQ

DB293 [14] 6 11 4 11.1203 8 M
MHE [23] 2 8 3 8.5155 5 I
DNR [21] 1 9 15 13.1721 7 I I/ILVQ 1ENT −43.4540 Tyr222 O–/O: 2.967;

Asp30 O/O–: 3.306
DB351 [14] 4 10 2 10.8091 7 M 1RTD −20.3336 Trp71 O/N– 3.254
NMHE [23] 2 8 2 8.3449 5 I
WP756 [21] 2 12 15 16.7586 10 I I/ILVQ

APTQ [23] 4 8 3 7.2971 5 I 1RTD −20.3336 Trp71 O/N–: 3.254
DB75 [19] 4 10 3 10.2139 7 M
ADM [22] 1 9 17 13.3252 7 I
DB818 [19] 6 11 3 11.7155 8 M M/ILVQ

2,7-DAM [27] 4 5 3 7.4356 5 I/E
Berenil [14] 7 9 4 8.8709 7 M/I 1JQE −36.9243 Glu86 O/N–: 2.862;

Cys217 O/N–: 2.997
Ethidum bromide [24] 3 10 0 −99.9 5 I
MDPTQ [23] 5 8 4 11.3762 8 I
DB226 [17] 4 10 3 14.8519 10 M 1STC −56.8237 Glu127 O/N–s: 3.400
Proflavine [27] 3 7 0 7.0187 4 I I/ILVQ 1CI7 −25.9567 Glu65 O/N–: 3.436
DAM [22] 1 9 15 13.1721 7 I I/ILVQ 1EED −47.4440 Asp32 O/N: 2.923;

Tyr222 O/O–: 3.238
Mitoxantrone [25] 4 8 10 11.819 9 I 1APT −51.5010 Asp213 O/O–: 2.649;

Asp115 O/N–: 2.793
Distamycin [16] 9 10 2 12.9925 11 M 1PPK −45.3953 Asp33 O/N–: 2.842;

Asp213 O/N–: 2.884
P
M 1
W 1
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ropidium [27] 4 10 0 −99.9
MQ1 [26] 4 11 4 13.4662
P758 [21] 2 12 15 16.5158

entration in the octanol phase to its concentration in the aqueous
hase of a two-phase o/w system (Co/Cw). Hydrophobic drugs with
igh p-values are preferentially distributed to hydrophobic com-
artments such as lipid bilayers of cells while hydrophilic drugs
ith low p-values preferentially are found in hydrophilic compart-
ents such as blood serum [37]. Balaban index (N

∑
ij

√
RiRj , N

s the number of tree graph border, Ri and Rj are the sum of the
ow i and j in distance matrix of the tree graph.) measures the
amification and tends to increase with molecular ramification.

iener index ((1/2)
∑

i

∑
jNij , Nij is the number of bond between

wo atoms) is a topological index of a molecule, defined as the sum
f the numbers of edges in the shortest paths in a chemical graph
etween all pairs of non-hydrogen atoms in a molecule. Molecu-

ar area, accessible area and solvent-excluded volume which are
alculated by Chem3D follow the Connolly routine [38].

The reactive modes between these compounds and DNAs which
re predicted by the BPSSVM method are listed in Table 2. The struc-
ure parameters of twenty-two antibiotics are selected at random
o construct the training model and the structure parameters of
ight remained antibiotics are applied to train this model. The input
arameters form 22×24 matrix. To enhance the accuracy of pre-
icted model, the regularization parameter selects a bigger value

and the loss function selects a lower value 0.07. All of their pre-

icted reactive modes are identical with the experimental results.
he results shown in Table 2 are clear that the number of N atoms,
he number of double bonds, the number of lone-pair electrons, the

olar refractivity and the molecular radius are the main structure
5 I I/ILVQ

0 I
0 I 1APT −48.2776 Glu15 O/O–: 2.602;

Thr217 N–/O: 3.486

parameters which functionally decide their reactive modes. From
experimental results, the increase of N atom number forces the
interaction between antibiotics and DNAs to minor groove (Table 2).
Lone-pair bonding pair repulsion is greater than lone-pair bond-
ing pair repulsion, and lone-pair bonding pair repulsion is greater
than bonding pair–bonding pair repulsion. This repulsion directly
affects the interaction between antibiotics and DNAs. From Table 2,
higher lone-pair electron number force their interaction to interca-
lation. The molar refractivity is a measure of the total polarizability
of a mole of a substance and is dependent on the temperature, the
index of refraction and the pressure. The temperature is a vital fac-
tor which can affect the molecular motions when antibiotics react
with DNAs. The molecular radius directly decides whether it can
enter into the DNA groove or not. Their reactive modes are intercala-
tions when these parameter values are lower. The increase of these
parameters forces their reactive modes to tend to the minor groove.

3.2. Artificial neural network (ANN) prediction

The artificial neural network solves very complex problems with
the help of interconnected computing elements [39]. LVQ [40] is
probably one of the most widely used neural network learning

algorithms for pattern recognition problems. A LVQ network has
a first competitive layer and a second linear layer. The competi-
tive layer learns to classify input vectors in much the same way as
the competitive layers of self-organizing [39] and the linear layer
transforms the competitive layer’s classes into target classifications.
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Fig. 1. The ESP-mapped density surfaces of six rand

ere, the structure parameters of antibiotics are applied to con-
truct the training model of LVQ. The predicted results are listed in
able 2. From the results, it is clear that the predicting ability of LVQ
s lower than BPSSVM. Its several predicted reactive modes do not
ccord with the reports.

.3. Electrostatic potential (ESP) analysis

The electrostatic potential (ESP) depicts the potential energy
elt by a positive “test” charge at a particular point in space. Neg-
tive ESP region is stable for the positive test charge and positive
SP region is instable for it. Thus, an ESP-mapped density surface
Arguslab4.0.1. Mark A. Thompson Planaria Software LLC, Seattle,

A. http://www.arguslab.com) shows regions of a molecule that
ight be more favorable to nucleophilic or electrophilic attack,
aking these types of surfaces useful for qualitative interpretations

f chemical reactivity. The ESP-mapped density surfaces can also be
hought that they show where the frontier electron density for the

olecule is greatest (or least) relative to the nuclei. Fig. 1 shows the
SP-mapped density surfaces of six randomly selected antibiotics
n all of the thirty moleculars. It is easy to find out their nucleophilic
r electrophilic attacking regions according to the different figure
olors. Their main electron-donating groups are nitrogen and oxy-
en which can be more active than others while reacting with other
ctive species.
.4. Docking analysis

To further investigate the reactions between the electron-
onating groups of these antibiotics and vital species, random
selected antibiotics from original thirty antibiotics.

fourteen antibiotics are submitted to Target Fishing Dock [41] fol-
lowing their calculating rules to extract their protein targets. Dock
shows an unexpectedly better screening performance in the enrich-
ment rates while each docking program has some merits over
the other docking programs in some aspects [42]. Here, the more
refined docking energy scores of them are obtained by the Dock6.0
program and the detailed H-bonds between them are listed in
Table 2. It is clear that the strongest H-bonds are formed between
N–N, N–O and O–O. These proteins listed in Table 2 have the best
energy scores. However, not all of the target proteins of these antibi-
otics obtain these good energy scores, some of which are inferior.
Many of these antibiotics obtain good energy scores with 1EED and
1RTD proteins. Their detailed H-bonds are listed in Table 3 and 1EED
obtain relatively stronger energy scores than 1RTD. The crystal
structures of endothiapepsin (PDB ID: 1EED) [43] , a fungal aspar-
tic proteinase (EC 3.4.23.6), cocrystallized with two oligopeptide
renin inhibitors, PD125967 and PD125754, have been determined
at 2.0-A resolution and refined to R-factors of 0.143 and 0.153,
respectively. According to its report, the structures reveal that the
S3 pocket accommodates one naphthyl ring with conformational
changes of the Asp 77 and Asp 114 side chains, the other naphthyl
group residing in the S4 region. The P3–P2 hydroxyethylene ana-
logue of PD125754 [43] forms a hydrogen bond with the NH of Thr
219, thereby making the same interaction with the enzyme as the
equivalent peptide groups of all inhibitors studied so far. Many of

thirty antibiotics form strong H-bonds with one oxygen atom of
Asp 77, Asp 114 (Fig. 2, red structure) and Thr 219 (Fig. 2, orange
structure) side chains (Table 3). Fig. 2 depicts the detailed interac-
tive modes between these antibiotics and 1EED. A few of them can
be its good inhibitors.
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Table 3
The detailed docking results between 1EED, 1RTD and their antibiotics targets.

PDB ID Antibiotics Energy score H-bond length (Å)

1EED (Endothiapepsin) DAM −53.62 Gly217 O/O–: 3.123; Tyr222 O–/O: 2.830
DNR −42.84
DADM −54.04 Asp12 O/N–: 2.926; Thr219 O/O–: 2.962
Distamycin −63.3 Gly217 O/N–: 3.069; Asp215 O/N–: 3.149; Thr218 O/N–: 3.293
Hoechst33258 −46.52
WP758 −46.57
Mitoxantrone −58.79 Tyr222 O–/O: 2.978; Thr219 O/N–: 3.092; Asp114 O/O–: 3.535
DB226 −38.24 Asp77 O/N–: 3.143

1RTD (DNA polymerase/reverse
transcriptase; HIV-1 reverse
transcriptase)

DAM −45.15 Lys65 N–/O: 2.848
DNR −42.05
DB244 −42.97
Proflavine −33.3
DADM −54.45 Ala114 N–/O: 2.953; Lys219 N–/O: 3.111
WP758 −43.13
APTQ −39.29
DB226 −42.03
DB351 −45.64
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Fig. 2. The docking results between 1EED protein and its antibiotic targets.

. Conclusions

In this paper, the structure parameters of antibiotics which have
decisive influence on the interactive modes between antibiotics

nd DNAs are investigated by the BPSSVM method. The analytical
esults show that the number of N atoms, the number of double
onds, the number of lone-pair electrons, the molar refractivity
nd the molecular radius are the main structure parameters which
unctionally decide their reactive modes. The ESP-mapped density
urfaces of antibiotics and their docking results with their protein
arget obtain the further evidence. It is clear that the BPSSVM is
otent in predicting the interactive modes between them.
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rażyna Chwatko, Edward Bald ∗

epartment of Environmental Chemistry University of Lodz, 163 Pomorska Street, 90-236 Lodz, Poland

r t i c l e i n f o

rticle history:
eceived 15 September 2008
eceived in revised form 3 March 2009
ccepted 16 March 2009
vailable online 27 March 2009

eywords:
hiosulfate

a b s t r a c t

Thiosulfate is a sulfate analogue with a thiosulfur substituent and is found in human samples. Its con-
centration in urine is increased in some diseases and after exposure to hydrogen sulfide gas. We have
developed a sensitive, simple and cheap method for thiosulfate determination in urine. The method
is based on precolumn derivatization with 2-chloro-1-methylquinolinium tetrafluoroborate followed by
reversed-phase liquid chromatography separation and ultraviolet detection of 1-methyl-2-thioquinolone
at 375 nm. The calibration curve for thiosulfate was linear in the tested range 0.5–50 �mol L−1 with cor-
relation coefficient better than 0.999. The analytical recovery and relative standard deviation values for
rine
etermination
PLC
ysteine
ysteinylglycine

precision within the calibration range were from 90.1% to 104.2% and from 2.39% to 5.59%, respectively. The
lower limit of detection and quantitation were 0.3 and 0.5 �mol L−1, respectively. The mean (range) con-
centration of thiosulfate normalized against creatinine for apparently healthy seven women and six men
was 2.21 (1.45–2.77) and 2.51 (1.36–4.89) mmol mol−1 creatinine, respectively. We monitored thiosulfate
in urine samples from one volunteer for 24 h. The urinary excretion of thiosulfate was 21.4 �mol per 24 h.
This method can be used for routine clinical monitoring thiosulfate in urine. Cysteine and cysteinylglycine

ently
can be measured concurr

. Introduction

Thiosulfate, sulfate analogue with a thiosulfur substituent, is a
aturally occurring product of sulfur metabolism, and is found in
uman samples. Thiosulfate is a biological indicator, especially in
rine, of exposure to hydrogen sulfide gas, because its concentration

ncreases in consequence of exposure to H2S [1,2]. Moreover thio-
ulfate concentrations in urine increase in sulfite oxidase deficiency
3], Down’s syndrome [4] and in allergic patients after consuming
ood containing sulfites [5]. Sodium thiosulfate has been approved
or use for many years for treating cyanide poisoning as a chelator of
ations, dermatologic topical treatment of acne and versicolor, and
ecently as chemoprotectant against the auditory neuronal toxic-
ty and loss of hearing associated with carboplatin and cisplatin
hemotherapy for head and neck cancer therapy and proposed for
reatment of calciphylaxic-calcific uremic arteriopathy [6].

For many years, urinary determination of thiosulfate has

een based on cyanolysis of thiosulfate and colorimetric deter-
ination of ferric thiocyanate complex [7,8]. Only few chro-
atographic methods for the assay of thiosulfate in human

rine have been described in the literature. Techniques used

∗ Corresponding author. Tel.: +48 426355835; fax: +48 426355832.
E-mail address: ebald@uni.lodz.pl (E. Bald).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.040
, if needed.
© 2009 Elsevier B.V. All rights reserved.

were gas chromatography–mass spectrometry (GC–MS) [1,9], gas
chromatography–electron capture detector (GC–ECD) [2], sup-
pressed ion chromatography with conductimetric detection [10],
ion-exclusion chromatography with electrochemical detection [11]
or reverse-phase ion-pair liquid chromatography with fluorescence
detection [12]. Some methods were described in review [13]. In this
paper, the application of standard liquid chromatography equip-
ment with ultraviolet detector for determination of thiosulfate
in urine with sensitivity 0.3 �mol L−1 is described. The method
requires neither extraction, nor preconcentration and uses sim-
ple sample preparation in the form of a single derivatization with
2-chloro-1-methylquinolinium tetrafluoroborate.

2. Experimental

2.1. Chemicals and reagents

2-Chloro-1-methylquinolinium tetrafluoroborate (CMQT) – a
derivatization reagent – was synthesized in our laboratory as
described earlier [14]. Perchloric acid (PCA), hydrochloric acid

(HCl), sodium hydrogen phosphate heptahydrate (Na2HPO4·7H2O)
and sodium dihydrogen phosphate dihydrate (NaH2PO4·2H2O)
were from J.T. Baker (Deventer, Netherlands). Trichloroacetic acid
(TCA) and lithium hydroxide monohydrate (LiOH·H2O) were from
Merck (Darmstadt, Germany). l-Cysteine (CSH) was from Reanal



2 Talant

(
(
n
U
a
S
P
(
d
c
0
0
p
a
p
h
p
u
p
b
t
t

2

b
p
u
C
a
(
M
(

2

h
a

a
o
a
a
b
t

t

2

p
o
d
5
0
u
o
s
t
s
(
1

30 G. Chwatko, E. Bald /

Budapest, Hungary), HPLC-grade acetonitrile was from Labscan
Dublin, Ireland). Cysteinylglycine (CGSH), cysteamine (IS – inter-
al standard) and creatinine (Crn) were from Sigma (St. Louis,
SA). 2-Mercaptopropionic acid (2MPA) and 3-mercaptopropionic
cid (3MPA) were purchased from Fluka (Buchs, Switzerandland).
odium thiosulfate and sodium thiocyanate were received from
OCH (Gliwice, Poland). Sodium hydrosulfide was from Aldrich
Steinheim, Germany). Stock standard solutions were prepared by
issolving an appropriate amount of thiosulfate, thiocyanate (final
oncentration 0.1 mol L−1) in water, sulfide (final concentration
.1 mol L−1) in 0.1 mol L−1 NaOH and thiols (final concentration
.01 mol L−1) in 0.01 mol L−1 HCl. The working solutions were
repared by dilution with water as needed. For derivatization

0.1 mol L−1 water solution of CMQT was used. To prepare
hosphate buffer (0.1 mol L−1) appropriate quantities of sodium
ydrogen phosphate heptahydrate and sodium dihydrogen phos-
hate dihydrate solutions were mixed. TCA buffer was prepared
sing 0.05 mol L−1 trichloroacetic acid and adjusted to the desired
H (2.5) with lithium hydroxide (0.05 mol L−1). The pH of the
uffers was adjusted by potentiometric titrations. The titration sys-
em was calibrated with standard pH solutions. All reagents were
ested and found to be stable for unattended analysis.

.2. Instrumentation

HPLC analyses were performed with a Hewlett-Packard (Wald-
ronn, Germany) HP 1100 Series system equipped with quaternary
ump, an autosampler, thermostated column compartment, vac-
um degasser and diode-array detector and controlled by HP
hemStation software. The separations were accomplished with
GraceSmart RP18 (5 �m, 150 mm×4.6 mm) analytical column

GRACE, Lokeren, Belgium). Water was purified using a Millipore
illi-QRG system (Vien, Austria). For pH measurement, an HI 221

Hanna Instruments, Woonsocket, RI, USA) pH meter was used.

.3. Sample collection and pretreatment

Urine was collected from apparently healthy, ethnically
omogenous, volunteers. Urine samples were processed as soon
s possible, but not later than 4 h after collection.

For the measurement of thiosulfate to 500 �L of urine were
dded 250 �L of pH 2 or 7.4 (0.1 mol L−1) phosphate buffer, 10 �L
f IS – internal standard solution (0.25 mmol L−1 of cysteamine)
nd 10 �L of 0.1 mol L−1 CMQT. The mixture was vortex-mixed, put
side for 5 min and acidified with 50 �L of 3 mol L−1 PCA followed
y centrifugation (5 min, 12,000 g). A 20 �L aliquot of solution was
ransferred into the HPLC system.

For analysis of creatinine, 20 �L of urine was diluted 1:500 and
hen injected into the chromatographic system [15].

.4. Chromatographic conditions

Final analytical solution (20 �L) was injected using an autosam-
ler into a GraceSmart column. For separation of the derivatives
f thiosulfate, cysteine, cysteinylglycine and internal standard gra-
ient elution was used: 0–2 min, 10% B; 2–5 min, 10–35% B;
–8 min, 35–70% B; 8–9 min, 70–10% B; 9–11 min, 10% B, where A is
.05 mol L−1 pH 2.5 TCA buffer, and B is acetonitryle. The flow-rate
sed was 1.2 mL min−1 and the column was kept at a temperature
f 25 ◦C. The analytical wavelengths were 375 and 355 nm for thio-

ulfate and thiols derivatives, respectively. For separation of only
hiosulfate derivative isocratic elution, with a mobile phase con-
isting of a mixture of acetonitryle and water in the ratio of 60:40
v/v), was used. The flow-rate and the column temperature were
mL min−1 and 25 ◦C, respectively.
a 79 (2009) 229–234

Creatinine was chromatographed isocratically; the mobile phase
was a 98:2 (v/v) mixture of 15 mmol L−1 phosphate buffer, pH 7.4,
and acetonitrile at a flow-rate of 1 mL min−1. The temperature was
25 ◦C and the detector wavelength 234 nm [15].

Peaks identification was based on comparison of retention times
and diode-array spectra, taken at real time of analysis, with corre-
sponding set of data obtained for authentic compounds.

2.5. Calibration

To prepare the calibration standards used to determine thio-
sulfate, reduced cysteine and cysteinylglycine in human urine,
portions of 500 �L of phosphate buffered saline (PBS) or urine were
each placed in a sample tube and spiked with the growing amount
of the working standard solution of analytes to give concentrations
of thiosulfate 0.5, 1.0, 2.5, 5.0, 10.0, 20.0, 30.0, 50.0, cysteine 0.2,
0.5, 1.0, 2.0, 5.0, 10.0, 20.0, 30.0 and cysteinylglycine 0.2, 0.5, 1.0,
2.0, 3.0, 5.0, 10.0, 15.0 �mol L−1, respectively. Calibration standards
in triplicate were processed according to recommended analytical
procedure (Section 2.3 and Section 2.4). The calibration curves were
obtained by least-squares linear regression analysis of the thiosul-
fate/IS or cysteine/IS or cysteinylglycine/IS derivative peak height
ratios versus analyte concentration. The slopes of the calibration
curves were used to calculate the analytes concentrations. Lower
limits of detection (LLD) and quantitation (LLQ) were experimen-
tally estimated by analysis of PBS samples spiked with decreasing
concentration of the standard analytes until the signal-to-noise
ratio reached 3:1 and 6:1, respectively.

2.6. Search for internal standard

Standard water mixture of 2-mercaptopropionic acid, 3-
mercaptopropionic acid and cysteamine were tested as candidate
internal standards for the analytical procedure leading to determi-
nation of thiosulfate and urinary thiols. Each of these compounds
was added to the water standard solution mixture of thiosulfate,
cysteine and cysteinylglycine to achieve a final concentration of
10 �mol L−1 and the resultant solution was subjected to all steps of
the analytical procedure. The performance of the chosen compound
was checked with human urine as well.

2.7. Stability of thiosulfate in urine

To assess stability of thiosulfate in urine, freshly collected urine
was split into two parts, and then kept at ambient temperature and
4 ◦C. A 500 �L of urine samples were processed, without delay and
after 0.5, 1, 2, 3, 4, 5, 6, 7, 8 and 24 h, respectively as described in
Section 2.3 and Section 2.4.

2.8. Selectivity

In order to prove the ability of the method to differentiate
and quantify thiosulfate in the presence of other urine compo-
nents, water standard solutions of sulfide and thiocyanate, each
at concentration of 10 �mol L−1, were processed according to the
recommended procedure (Section 2.3 and Section 2.4). The same
treatment have undergone urine samples obtained from six appar-
ently healthy donors each spiked with sulfide solution to give final
concentration of 25 �mol L−1.

3. Results and discussion
Thiosulfate is one of the major metabolites of sulfide and
is formed by its oxidation. Thiosulfate concentration in urine is
increased after exposure to H2S gas and in some diseases. To the
best of our knowledge, however, only three gas chromatography
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Fig. 1. Chemical derivatization rea

1,2,9] and three liquid chromatography [10–12] methods for thio-
ulfate determination have been described in literature. Most of
vailable methods suffer from problem such as additional remove
f interfering compounds during sample preparation [7,8] or dur-
ng separation by “column-switching” chromatography [10], double
onverting reaction to finale analytical product [1,2,9] and high
imit of detection [12]. Our new HPLC method for determination
f thiosulfate in urine has not required extraction or preconcen-
ration. It is based on single derivatization with CMQT followed by
on-pairing reversed-phase liquid chromatography separation and
ltraviolet detection of 1-methyl-2-thioquinolone (MTQ). If neces-
ary, this approach might be complemented for determination of
rinary cysteine and cysteinylglycine.

.1. Derivatization

2-Chloro-1-methylquinolinium tetrafluoroborate (CMQT) has
een used as the derivatization reagent for thiols since 2001 [14]
ut not for thiosulfate. The CMQT reagent and its reaction with
ydrophilic thiols have been described in details elsewhere [14–17].
riefly, the CMQT derivatization reaction leads to the rapid for-
ation of 2-S-quinolinium derivatives in slightly alkaline aqueous

olution. The derivatization reaction of thiosulfate with CMQT is
hown in Fig. 1. Thiosulfate reacts with CMQT, in a fully water
nvironment to form 1-methyl-2-thioquinolone, in the stoichio-
etric ratio of 1:1 as was proven by continuous variation method

Fig. 2). The reaction of CMQT with thiol or thiolulfate is accom-

anied by an analytically advantageous bathochromic shift of the
bsorption maximum from 328 nm for the reagent to 350 or 375 nm
or the maximum of the 2-S-quinolinium derivative of thiol or 1-

ethyl-2-thioquinolone, respectively (Fig. 3). The derivatization

ig. 2. Estimation of stoichiometric molar ratio by continuous variation method for
he reaction of CMQT with thiosulfate.
Fig. 3. Comparison of the absorption spectra of derivatization reagent (CMQT) with
1-methyl-2-thioquinolone (MTQ) and cysteine derivative (CSH-CMQT).

reaction yield was optimized in terms of pH, reagent excess and
time. Optimal reaction pH for derivatization of thiosulfate with
CMQT occurred in the range 2.0–8.0 (Fig. 4), and the reaction was
completed after 2 min with 10-fold reagent excess at room tem-

perature. However, for the concurrent determination of thiosulfate
and main urinary thiols cysteine and cysteinylglycine pH 7.4 is
recommended.

Fig. 4. Derivatization reaction yield for thiosulfate (-�-) and sulfide (- -�- -) as a
function of the pH. Conditions: ten-fold CMQT, derivatization reagent excess, time
5 min, concentration of each analyte 10 �mol L−1. Analysis was done by HPLC as
described in Section 2.4
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Fig. 5. Typical HPLC chromatograms of water standard solution and urine sam-
ple: (a) standard water solution, concentration of each analyte 10 �mol L−1; (b)
urine sample gradient profile of cysteine, cysteinylglycine and thiosulfate, concen-
tration 20.26 �mol L−1 (2.26 mmol mol−1 Crn), 1.39 �mol L−1 (0.16 mmol mol−1 Crn)
and 18.70 �mol L−1 (2.08 mmol mol−1 Crn), respectively; (c) urine sample isocratic
profile of thiosulfate, concentration 18.70 �mol L−1 (2.08 mmol mol−1 Crn). Peak 1,
32 G. Chwatko, E. Bald /

.2. Chromatography

Two different chromatographic conditions were established for
he separation of thiosulfate derivative from those of urinary thiols.
n the procedure with gradient elution, MTQ reached the detector
fter 8.7 min and CSH-CMQT, CGSH-CMQT and IS-CMQT eluted ear-
ier in the form of baseline-separated peaks at 6.8, 7.0 and 7.3 min,
espectively (Fig. 5a and b). In the case where urine thiols are not
f interest, isocratic elution can be applied in order to shorten the
nalysis time. The second advantage of the isocratic elution is a
imple eluent, water and acetonitrile, the buffer is not necessary.
nder this condition CMQT derivatives of plasma thiols elute with

he solvent front but MTQ after 2.9 min (Fig. 5c).

.3. Internal standard approach

In order to minimize the contributions of sample preparation,
njection variations and column deterioration to the final results,
he internal standard were used. We tested three thiols, that not
ppear in normal human urine, as candidate internal standard. As
an be seen from the chromatogram depicted in Fig. 5a, the CMQT
erivatives of 2-mercaptopropionic acid, 3-mercaptopropionic acid
nd cysteamine were baseline separated from derivatives of thio-
ulfate, cysteine and cysteinylglycine in standard water sample.
he derivatives of 2MPA and 3MPA eluted too far from thiosulfate
erivative and coeluted with urinary matrix components. There-
ore, cysteamine was used as internal standard for the analysis.

.4. Validation study

The method validation procedure encompassed linearity, preci-
ion, recovery, selectivity, limit of detection and quantitation, and
tability.

The relationship between detector response and thiosulfate con-
entration was continuous and repeatable and was demonstrated
sing a seven-point calibration curve. We prepared two different
ets of calibration samples by adding thiosulfate to urine or PBS.
t each concentration, three replicates were assayed as described

n Section 2.5. The calibration curve was linear in the tested range
rom 0.5 to 50 �mol L−1 PBS or urine. This calibration range can be
asily extended up if required. The equations for the linear regres-
ion line were y = 0.0384(±0.0034)x + 1.2475(±0.0725) for the urine
nd y = 0.0387(±0.0008)x + 0.0005(±0.0001) for the PBS matrix;
utliers were not excluded. The coefficient of correlation for the
alibration regression was 0.999 in both cases. The differences
etween calibration slopes in the urine and PBS matrices were not
tatistically significant. Thus, the matrix of calibration sample did
ot significantly affect quantification.

In order to judge the quality of the elaborated method precision
nd recovery were determined. The intra- and inter-day precision
nd recovery were measured in urine or PBS samples spiked with
hiosulfate in three replicates. The inter-day precision and recov-
ry were evaluated on three consecutive days in a week. As shown
n Table 1, with no outliers excluded, the intra-day and inter-day
mprecision (R.S.D.) were within 2.79–5.33% and 4.64–9.92% for PBS
amples, and within 1.40–7.32% and 4.70–7.89% for urine samples,
espectively. Recovery values were from 91.2% to 108.2%.

The interference of thiocyanate and sulfide in analysis of urine
or thiosulfate was studied. Thiocyanate does not react with CMQT
erivatization reagent and consequently no detector response to
his compound was observed under recommended experimental

onditions.

It is unlikely that sulfide will be present in urine. Only one
ork [2] reports the presence of sulfide in the blood of victim of

atal poisoning, but not in urine. Provided that sulfide is present
or different reasons, the urine sample should be treated with
CSH-CMQT; Peak 2, CGSH-CMQT; Peak 3, IS-CMQT; Peak 4, CMQT excess; Peak 5,
MTQ; Peak 6, 2MPA; Peak 7, 3MPA. Solid line – chromatograms obtained at analyti-
cal wavelength 375 nm and dot line at 355 nm. Chromatographic condition described
in Section 2.4

CMQT at pH 2. In this acidic environment thiosulfate forms easily

1-methyl-2-thioquinolone derivative whereas sulfide practically
does not react with CMQT (Fig. 4 and Fig. 6a and b). When deriva-
tization takes place at pH 7.4 the detector response corresponds to
the sum of thiosulfate and sulfide (Fig. 6a and b). For simultaneous
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Table 1
Results from the study of precision and recovery for thiosulfate in PBS and human urine (n = 3).

Sample Amount added (�mol L−1) Amount found± S.D. (�mol L−1) R.S.D. (%) Recovery (%)

Intra-day

PBS 0.5 0.46 ± 0.01 3.27 91.2
5 5.05 ± 0.27 5.33 101.6

50 50.16 ± 1.40 2.79 100.3

Urine 0 34.52 ± 2.53a 7.32 –
0.5 35.06 ± 2.19 6.26 107.4
5 39.46±1.87 4.73 98.7

50 87.37 ± 1.22 1.40 105.7

Inter-day

PBS 0.5 0.53 ± 0.05 9.92 105.8
5 4.87 ± 0.33 6.67 97.5

50 51.74 ± 2.45 4.64 105.5

Urineb 0.5 0.54 ± 0.04 7.89 108.2
5 5.16 ± 0.33 6.41 103.2

2.32

d
h

w
t

F
t
E
i

50 49.34 ±
a Endogenous concentration.
b Concentration after subtraction of endogenous amount of thiosulfate.

etermination of thiosulfate and main urinary thiols derivatization

as to be performed at pH 7.4.

The lower limits of detection and quantitation for thiosulfate
ere estimated by analysis of PBS samples containing derivatiza-

ion reagent spiked with decreasing amounts of thiosulfate. They

ig. 6. Chromatograms of urine sample spiked with sulfide to give final concen-
ration of 25 �mol L−1; (a) derivatization at pH 2 and (b) derivatization at pH 7.4.
ndogenous concentration of thiosulfate 7.5 �mol L−1. Isocratic elution as described
n Section 2.4.
4.70 98.7

were established to be 0.3 and 0.5 �mol L−1, respectively. At these
concentrations the signals-to-noise ratios were 3 and 6, respec-
tively.

Because the collection of urine samples from a large patients
group at the same time is very difficult, a suitable manner for sam-
ple storage is essential. The stability of endogenous thiosulfate in
urine ex vivo at different temperatures was tested. Thiosulfate in
urine was found to be stable at room temperature for 8 h and at 4 ◦C
for at least 24 h. After 24 h the recovery for thiosulfate at 25 and 4 ◦C
was 67.9% and 95.8%, respectively. But the stability of endogenous
thiols was less. Cysteine and cysteinylglycine are fairly stable dur-
ing 4 h after urine collection [16]. Therefore, the urine samples were
processed as soon as possible, but not later than 4 h after collection,
when cysteine and cysteinylglycine were estimated together with
thiosulfate.

3.5. Application of the method

The method was applied to determination of thiosulfate urinary
excretion in man. Urine was received from 13 volunteers, 8–66 years
old (seven women and six men). Results from analysis are shown
in Table 2. The mean (S.D.) concentrations of urinary thiosulfate
were 15.88 (8.80) �mol L−1 for women and 30.58 (22.07) �mol L−1

−1
for men, and varied from 6.22 to 30.35 and 8.02 to 60.93 �mol L ,
respectively. Endogenous cysteine and cysteinylglycine were also
estimated (Table 3). To facilitate comparison for different individ-
uals the analytical results for urinary thiosulfate and thiols were
normalized against creatinine. The mean (S.D.) concentration of

Table 2
Concentrations of thiosulfate in human urine.

Gender (F, M) Age (year) Concentration

(�mol L−1) (mmol mol−1 Crn)

F 22 20.05 2.34
F 23 30.35 1.97
F 25 15.63 2.77
F 38 6.22 1.45
F 39 11.15 1.99
F 56 21.43 2.54
F 63 6.31 2.39
M 8 60.93 4.89
M 36 55.73 3.31
M 37 18.84 1.42
M 38 8.02 1.36
M 54 22.21 1.96
M 66 17.73 2.16
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Table 3
Urinary reference values for thiosulfate, reduced cysteine and cysteinylglycine.

Mean± S.D. Range

Females, n = 7
Age (year) 38.0 ± 16.3 22–63
Thiosulfatea 2.21 ± 0.40 1.45–2.77
Cysteinea 2.33 ± 1.24 0.65–3.74
Cysteinylglycinea 0.25 ± 0.12 0.08–0.32

Males, n = 6
Age (year) 39.8 ± 19.6 8–66
Thiosulfatea 2.51 ± 1.36 1.36–4.89
Cysteinea 0.92 ± 0.40 0.24–1.22
Cysteinylglycinea 0.58 ± 1.07 0.06–2.76

a Values are expressed in mmol mol−1 creatinine
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ig. 7. Dependence of urinary excretion of thiosulfate (�), cysteine (©) and cys-
einylglycine (�) on the time of day. First two samples (5:40 AM and 7:20 AM) were
aken under the fasting state.

rinary thiosulfate recalculated against creatinine in tested group
as 2.35 (0.94) mmol mol−1 Crn, that is similar to results reported

y Belardinelli et al. [4] for control group (2.59 (0.47) mmol mol−1

rn), but much higher (around 300-fold) than reported by Durand
nd Weinstein (7.2 �mol mol−1 Crn) for volunteers before exposure
o H2S [1]. Our study showed no difference between normalized
rine thiosulfate in men and women (P > 0.05). To determine daily

ux, we monitored thiosulfate, cysteine and cysteinylglycine in
rine samples from one volunteer for 24 h. The amount of urinary
hiosulfate, cysteine and cysteinylglycine varied from 1.29 to 3.80,
rom 1.82 to 3.63 and from 0.10 to 0.29 mmol mol−1 Crn, respec-
ively, depending on the time of the day (Fig. 7). The daily excretion

[
[
[
[
[
[
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was 21.4 �mol for thiosulfate, 27.8 �mol for cysteine and 2.1 �mol
for cysteinylglycine. In the earlier reports the daily excretion of
thiosulfate was 18.9–44.5 [7] and 4.0–72.0 �mol [8]. Fig. 5 clearly
shows how important is fasting or non fasting state for the urine
collection in a study on usefulness of thiosulfate as an indicator of
hydrogen sulfide poisoning or diagnoses of some diseases.

4. Conclusion

The analytical method described in this paper is sufficiently sim-
ple, sensitive and rapid for the routine determination of thiosulfate
in human urine. Moreover, the urinary thiols (cysteine and cys-
teinylglycine) can also be measured during the same analytical run.
If thiosulfate is the only analyte of interest, samples can be injected
every 3.5 min because the MTQ elutes after 2.9 min. The limit of
detection (LLD, 0.3 �mol L−1) is similar to or better than those of
HPLC methods for thiosulfate determination in urine described ear-
lier. Xu et al. [11] reported LLD equal to 0.67 �mol L−1, and Shea
and Howell [12] reported 3.2 �mol L−1. Our method can be used
for routine clinical monitoring and in pharmacokinetic studies. The
implementation of this liquid chromatographic method would be
facilitated because it uses an ultraviolet detector, which is standard
instrumentation in hospital laboratories and known for its stability
and low demands in terms of maintenance.
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a b s t r a c t

This paper describes the characterization and optimization of an amperometric cytochrome c (cyt c)-based
sensor for the determination of the antioxidant capacity of pure substances and natural samples. The cyt
c and the xanthine oxidase (XOD) enzyme were co-immobilized on the electrode using the combination
of several long-chain thiols. The self-assembled monolayer (SAM) was optimized in terms of composition
vailable online 31 March 2009

eywords:
mpedance spectroscopy
mperometry
ytochrome c-based biosensor
ntioxidant capacity

and ratio between thiols. The immobilization protocol for both cyt c and XOD and the SAM formation
time were evaluated through electrochemical methods, such as cyclic voltammetry (CV), square wave
voltammetry (SWV), chronoamperometry (CA) and impedance spectroscopy (IS). Finally, the biosensor
was applied to the determination of the antioxidant capacity of pure alliin and two compounds extracted
from garlic bulbs.

© 2009 Elsevier B.V. All rights reserved.

creen-printed gold electrodes

. Introduction

Reactive oxygen species (ROS) represent the most important
ree radicals generated in living systems, especially the superox-
de (O2

•−), the peroxyl (ROO•), the alkoxyl (RO•) or the hydroxyl
OH•) radicals. ROS, naturally generated during the metabolism,
an damage biological structures such as proteins, lipids or DNA
1]. This oxidative damage is thought to play a causative role in
ging [2,3] and several degenerative diseases associated with it,
uch as heart disease [4,5], cataracts [6,7], cognitive dysfunction
8,9] and cancer [10,11]. Antioxidants, which quench reactive free
adicals, can prevent the oxidation of other molecules and thus they
an have health-promoting effects in the prevention of degenera-
ive diseases [12]. The interest in antioxidants is increasing because
f their high capacity in scavenging free radicals related to various
iseases [13].

Traditionally, antioxidants have been detected using chro-
atographic, spectrophotometric or fluorescence approaches [14].

ately, electrochemical biosensors have become promising tools

ince they provide the advantage of rapid and real-time analysis,
hich increase the assay speed, flexibility, low cost and favour the
evelopment of automated and multi-target systems [15]. Electro-
hemical methods based on biosensors are particularly suitable for

∗ Corresponding author. Tel.: +33 468662253; fax: +33 468662223.
E-mail address: mcortina12@gmail.com (M. Cortina-Puig).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.046
the sensitive determination of the O2
•− radical at real-time. These

methods have been classically based on either superoxide dismu-
tase (SOD) or cytochrome c (cyt c).

The first one is based on the specific dismutation of the O2
•−

radical by SOD to produce hydrogen peroxide (H2O2), followed by
the detection of electrooxidation of H2O2 at the electrode surface
[16,17]. However, the oxidation potential of H2O2 is very high (>0.5 V
vs. Ag/AgCl), hence resulting in interference problems that limit
their practical application.

The second group is based on the reduction of cyt c immobilized
on gold electrodes by the O2

•− radical and the following reoxidation
of the protein at the electrode surface. Commonly, the O2

•− radical
is enzymatically produced in solution using the xanthine oxidase
(XOD)/hypoxanthine (HX) system. Thus, the obtained oxidation cur-
rent is proportional to the O2

•− concentration [18]. Usually, the
electron transfer between the electrode and the redox protein is
extremely slow. Consequently, traditional electrochemical methods
cannot detect it [19]. An elegant way to modify gold electrodes, the
most commonly used in this area, is the formation of self-assembled
monolayers (SAMs). Long-chain alkanethiols show a high efficiency
of communication between cyt c and the electrode [20–22]. How-
ever, these sensors usually show very small signal responses due to

spontaneous dismutation of the O2

•− radical in the way from the
bulk, where it is generated as previously detailed, to the electrode
surface where reacts with the cyt c.

This paper describes the characterization and application of a
superoxide biosensor based on the co-immobilization of cyt c and
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OD on SAM-modified gold electrodes. The composition of the SAM,
he time formation and the process of immobilization of the cyt c
nd XOD on the SAM-modified electrodes were optimized accord-
ng to the intensity of the cyt c oxidation peak and the activity of
he XOD enzyme. The developed biosensor was then applied to the
etermination of the antioxidant capacity of pure alliin and two
ompounds extracted from garlic bulbs.

. Materials and methods

.1. Reagents and chemicals

XOD from buttermilk (EC 1.17.3.2), catalase from
ovine liver (EC 1.11.1.6), cyt c from horse heart and HX,
-ethyl-3-(3-dimethylaminopropyl)carbodiimide (EDC), 11-
ercapto-1-undecanol (MU), 11-mercaptoundecanoic acid (MUA),

,3′-dithiodipropionic acid (DTDPA), potassium hexacyanoferrate
III), potassium hexacyanoferrate (II) trihydrate, uric acid and 30%
2O2 were purchased from Sigma (St. Quentin Fallavier, France).
-hydroxysuccinimide (NHS) and pure alliin were provided by
luka (France). All reagents were of analytical grade and were used
ithout further purification. All solutions were prepared using
illi-Q water.
Both alliin and allicin extracted from garlic bulbs were kindly

rovided by Dr. E. Touloupakis from the University of Crete. Alliin
olutions were prepared in 50 mM sodium phosphate buffer (Na-
BS) pH 6.5 while allicin was diluted in 96% ethanol (Carlo Erba,
taly).

.2. Electrochemical measurements

Electrochemical measurements were carried out using an AUTO-
AB PGSTAT12 Potentiostat (Eco Chemie, BV, The Netherlands)
ontaining a FRA-2 module. Cyclic voltammetry (CV) and square
ave voltammetry (SWV) measurements were recorded between
0.15 and 0.25 V at a scan rate of 100 mV s−1. Chronoamperometric

CA) data were obtained by applying 150 mV for 15 s. Impedance
pectroscopy (IS) spectra were recorded at the open circuit poten-
ial (0.25±0.05 vs. Ag/AgCl) over a frequency range from 50 kHz
o 0.1 Hz, using a sinusoidal AC potential perturbation of 5 mV. The

easurement time was around 8 min after registering 18 points
er frequency decade. All measurements given in this work are in
elation to the Ag/AgCl reference electrode.

Amperometric measurements for the determination of the scav-
nging capacity of several antioxidants were made using a 641VA
otentiostat (Metrohm, Switzerland), connected to a BD40 (Kipp
Zonen, The Netherlands) X–t recorder at 150 mV. Assays were

erformed in triplicate with three different electrodes.

.3. Electrode pre-treatment and preparation

Gold screen-printed electrodes (DropSens, Spain) of 12.6 mm2

ere used as working electrodes. A platinum wire and a double-
unction Ag/AgCl electrode (Thermo Orion 900200) were used as
ounter and reference electrodes.

Electrodes were electrochemically cleaned by cycling the poten-
ial between 0 and +1.4 V at the scan rate of 100 mV s−1 in 0.1 M
2SO4 until the characteristic cyclic voltammogram for a clean
old electrode was obtained. After this, electrodes were rinsed with
ater and ethanol and incubated in the ethanolic solution contain-

ng the thiols. The modified gold surface was then rinsed thoroughly

ith absolute ethanol and with water to remove any unattached

hiol molecules. Cyt c and XOD were then immobilized on the
odified electrode surface. Regarding the literature, four different

rocedures for their immobilization were tested, based on direct
dsorption or on covalent attachment.
ta 79 (2009) 289–294

Protocol 1: Electrodes were incubated in a 50 �M cyt
c + 50 mU mL−1 XOD solution, prepared in 5 mM K-PBS pH 7.0, for
2 h [23].

Protocol 2: Electrodes were first incubated in a 50 �M cyt
c + 50 mU mL−1 XOD solution in buffer for 2 h. After washing with
the buffer solution, electrodes were incubated in an aqueous solu-
tion of 5 mM EDC for 30 min [24].

Protocol 3: Electrodes were also incubated in a 50 �M cyt
c + 50 mU mL−1 XOD solution in buffer. After 2 h, and without a
cleaning step, EDC was added to obtain a concentration of 5 mM,
and electrodes were incubated with the solution for 30 min [25].

Protocol 4: Electrodes were first incubated in an aqueous solu-
tion of 200 mM EDC and 50 mM NHS for 30 min. The excess of
EDC and NHS was eliminated by cleaning with buffer. Finally, elec-
trodes were incubated in a 50 �M cyt c + 50 mU mL−1 XOD solution
in buffer for 30 min [20].

Lastly, the cyt c/XOD-modified electrodes were rinsed again with
the same buffer solution to remove non-attached substances.

Fresh electrodes were prepared before each experiment.

2.4. Measurement of the superoxide scavenging capacity

The detection principle was based on the redox reaction
between the cyt c and the O2

•− radical generated by the HX/XOD
system. The immobilized cyt c was reduced by O2

•− and immedi-
ately regenerated at the electrode surface polarized at its oxidation
potential (150 mV vs. Ag/AgCl). The generated oxidation current
was proportional to the superoxide concentration in solution. The
addition of antioxidants reduced the radical concentration and thus
the oxidation current, allowing the quantification of the antioxidant
capacity.

All amperometric experiments were carried out under con-
stant stirring in 0.1 M Na-PBS with 100 �M EDTA pH 7.5. Before
measurements, a catalase solution (final concentration in the
cell = 10 U mL−1) was added to avoid interferences from the H2O2,
generated as a final product of the enzymatic reaction or by the
spontaneous dismutation of O2

•−. Once the stable baseline was
established, the HX solution was added into the cell (final concen-
tration = 80 �M) and a steady-state superoxide level was recorded
corresponding to the maximum response. Stock solutions of HX
were prepared in 50 mM K-PBS pH 7.5 with 0.01 M KCl and 0.5 mM
EDTA.

In the investigation of the role of superoxide scavengers, aliquots
of the antioxidant samples were added and the current decrease
was recorded after the addition of 80 �M HX. The decrease of the
signal was normalized regarding the initial ROS signal, which min-
imized the sensitivity variation between sensors. This initial ROS
signal was recorded before each addition of antioxidant in order
to obtain more precise differential measurements. The antioxidant
capacity was calculated by considering the sample concentration
necessary for 50% signal inhibition (IC50). This value was used for
comparison between antioxidants: low IC50 corresponded to a high
antioxidant capacity.

The direct influence of all tested samples on the CV of cyt c was
investigated before the determination of their antioxidant capacity.

3. Results and discussion

3.1. Optimization of the SAM composition

Electrodes were prepared as detailed in Section 2.3 (protocol 4)

using several compositions and ratios of thiols selected from the lit-
erature. In terms of composition, 10 mM MUA (10-MUA) [24], 5 mM
MU and 5 mM MUA (5-MU/5-MUA) [20], 3.75 mM MU and 1.25 mM
MUA (3.75-MU/1.25-MUA) [26] and 5 mM MU, 5 mM MUA and
5 mM DTDPA (5-MU/5-MUA/5-DTDPA) [27] were chosen. Table 1
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Table 1
Magnitude of the oxidation peak current for the cyt c when using
different compositions and ratios of thiols samples. CV was per-
formed in 5 mM K-PBS pH 7.0. Standard deviations are given
from three electrodes.

SAM composition I (�A)
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Fig. 1. (a) Complex plane plot of the gold screen-printed electrodes in 1 mM
Fe(CN)6

3−/4− with the incubation time. The impedance plot of a bare gold electrode
and the equivalent circuit used in the fitting of the data are shown in the inset. The
10-MUA 0.048 ± 0.006
5-MU/5-MUA 0.102 ± 0.006
3.75-MU/1.25-MUA 0.125 ± 0.005
5-MU/5-MUA/5-DTDPA 0.107 ± 0.007

hows the magnitude of the oxidation peak for the cyt c when using
he thiols samples previously described.

The 3.75-MU/1.25-MUA mixture was found to give the highest
eak intensity and thus, this composition was used in the following
ssays.

.2. Optimization of the cyt c and XOD immobilization process

As detailed in Section 2.3, four different procedures for the
mmobilization of the cyt c and the XOD were tested, based on direct
dsorption or on covalent attachment. Table 2 shows the current
esponse of the anodic peak of the cyt c depending on the protocol
f immobilization.

The highest current response was obtained when using the
rotocol 1. However, this sensor showed low stability and a huge
eduction of the signal was recorded after 10 min. On the other
and, sensors prepared following the protocol 4 showed high signal
esponses and long stability with time. Further, by co-immobilizing
yt c and XOD through this protocol, amperometric signal responses
ere found to be almost 15 times bigger than those reported in the
ibliography [21,22]. As cyt c and XOD were very close, generated
2
•− radicals could quickly react with cyt c, avoiding its sponta-

eous dismutation. From this point, all the electrodes of this work
ere prepared by following the protocol 4.

.3. Optimization of the SAM formation time

Biosensors preparation was made as detailed in Section 2.3. The
AM formation process was monitored using IS as described in Sec-
ion 2.2 by following the isolating properties of the SAM. Fig. 1a
hows the impedance spectra of bare and SAM-modified electrodes
n Fe(CN)6

3−/4− after different exposure times to the thiols solution
from 1 to 168 h of exposure). IS spectra were fitted to the equiva-
ent circuit shown inset and the magnitude of the charge transfer
esistance, RCT, obtained from the fitting was plotted in Fig. 1b.

The RCT value was found to increase with the exposition time to
he thiols solution until 96 h, when a relative constant value was
btained. This suggested that the adsorption and rearrangement of
hiols on the electrode surface to build a SAM impeded ferrocyanide

olecules to flow and exchange electrons with the gold. 96 h may

e the time required for the thiols to completely cover the electrode
urface.

SWV and CA data were respectively used to determine the
mount of cyt c and the activity of the XOD immobilized on the
lectrode surface with the exposition time. These measurements

able 2
ariation of the oxidation peak current for the cyt c with time, depending on the
rotocol of immobilization. CV was performed in 5 mM K-PBS pH 7.0.

rotocol of
mmobilization

I (�A) (t = 0 min) I (�A) (t = 10 min) % Signal decrease

rotocol 1 0.250 0.124 50.3
rotocol 2 0.091 0.078 13.9
rotocol 3 0.063 0.053 15.5
rotocol 4 0.126 0.125 0.1
circuit contains the solution resistance (RS), the charge-transfer resistance (RCT), the
Warburg’s impedance (ZW) and the interface constant phase element (CPEi). (b) Rep-
resentation of the variation of the RCT magnitude (after fitting with the equivalent
circuit here exposed) with the incubation time.

were made by following the protocols detailed in Section 2.2. Fig. 2a
shows the SWV response peak of cyt c covalently immobilized on
the electrode after different times of incubation. The intensity of
the cyt c peak with the incubation time is represented inset.

The cyt c peak current increased with the exposition time until
96 h, when it reached a plateau. Thus, the maximum amount of cyt
c immobilized was obtained after at least 96 h of exposition. No
redox wave was observed at the bare electrode (data not shown).

On the other hand, Fig. 2b shows the current response of the XOD
enzyme after several incubation times. In this case, the maximum
response of the enzyme was also found after 96 h of incubation of
the sensor in the thiols solution. Thus, all the sensors used in this
work were incubated at least 96 h in the thiols solution.

3.4. Electrochemical characterization of immobilized cyt c

The electrochemical properties of the immobilized cyt c were
evaluated using CV as described in Section 2.2 but modifying the
scan rate from 20 to 100 mV s−1. Characteristic cyclic voltammo-
grams for cyt c immobilized on a mixed SAM are shown in Fig. 3a.
A pair of well-defined redox peaks were observed with a formal
potential, Eo′ taken as (Ec

p + Ea
p)/2, of 62 mV and with a peak-to-peak
separation value, �Ep, of 41 mV, at a scan rate of 100 mV s−1. As can
be seen, the peak-to-peak separation remained constant with the
increase of the scan rate, and both the anodic and cathodic peak cur-
rents were linear with the scan rates (the inset of Fig. 3a), indicating
a typical adsorption-controlled electrode.
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Fig. 2. (a) Representation of the current response of the cyt c covalently immobilized
on electrodes modified after different times of incubation in the thiols solution.
Measurements were performed in 5 mM K-PBS pH 7.0. The dependence of the peak
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Fig. 3. (a) Cyclic voltammograms of the cyt c immobilized on the electrode at dif-
ferent scan rates (from inner to outer): 20, 30, 40, 50, 60, 70, 80, 90 and 100 mV s−1

in 5 mM K-PBS pH 7.0 at room temperature. Inset: the cathodic and anodic peak cur-
urrent on the incubation time is shown inset. (b) Representation of the current
esponse corresponding to the XOD activity with the incubation time in the thiols
olution. Current values were obtained from CA in 5 mM K-PBS pH 7.0 containing
0 �M HX.

According to Laviron’s equation [28]:

p = n2F2A��

4RT
= nFQ�

4RT
(1)

here Ip is the peak current of the anodic or cathodic peaks, � is
he surface coverage of the electroactive substance (mol cm−2), A
s the electrode area (cm2), Q is the quantity of charge (C), calcu-
ated from the peak area of the voltammograms, n is the number of
lectrons transferred. F, R, T and � have their usual meanings. From
he slope of the Ip–� curve, n was calculated to be 1.1. Therefore, the
edox of cyt c on a SAM-modified gold electrode is a single electron
ransfer reaction. The average surface coverage (� ) of the immo-
ilized cyt c was calculated to be 14.5 pmol cm−2. This value was
ery close to the theoretical monolayer coverage, 14.3 pmol cm−2,
hich was estimated using the crystallographic dimensions of cyt
(3.0 mm×3.4 mm×3.4 mm), and assuming one molecule with

he long axis parallel to the electrode surface (3.4 mm×3.4 mm)
29].

The small peak-to-peak separation value illustrates a fast elec-
ron transfer rate. The electron transfer rate constant, kS, was
stimated to be 42.8 s−1 using the following equation:
= RTkS

Fn�
(2)

hen n�Ep < 200 mV [28], where m is a parameter related to
he peak-to-peak separation. F, R, T, n and � have their usual

eanings.
rents are plotted versus the scan rate (�). (b) Representation of the dependence of the
steady-state cathodic peak current on the pH. Cyclic voltammetry was performed in
5 mM K-PBS.

On the other hand, the effect of pH was investigated from 5.0 to
8.5. Fig. 3b shows the change of cathodic peak intensity with pH. As
can be seen, the maximum response appeared at pH 7.5. Thus, to
obtain the maximum sensitivity and bioactivity, a buffer of pH 7.5
was used throughout the research.

3.5. Optimization of the HX concentration

In the optimization of the HX concentration, CA measurements
were carried out as described in Section 2.2 using eight solutions,
ranging from 0 to 140 �M HX. The current response of the sensor
with the concentration of HX was plotted (Fig. 4). As can be seen,
the current response increased from 0 to 80 �M, when it stabilized
and thus, 80 �M HX was chosen as the optimal concentration for
the development of the scavenging biosensor.

3.6. Response of the biosensor to potential interferences

The influence of H2O2 and uric acid, the final products of
the enzymatic O2

•−generation system, was also investigated. An

externally added H2O2 concentration of 480 �M (six times HX con-
centration) showed an influence on the O2

•− signal of about 4%.
Furthermore, the sensor gave no response to the same externally
added uric acid concentration.
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ig. 4. Dependence of the CA oxidation current on the HX concentration using the
yt c/XOD-modified electrodes. Current values were obtained in 0.1 M Na-PBS with
00 �M EDTA pH 7.5.

.7. Application of the superoxide radical sensor to the detection
f the antioxidant capacity of pure substances and real samples of
arlic

The developed biosensor was then applied to the determination
f the antioxidant capacity of Allium species, particularly pure alliin
nd both natural alliin and allicin extracted from garlic bulbs. It
as been previously reported that organosulfur compounds from
arlic inhibit the peroxidation of lipids and possess antioxidant and
adical scavenging activity [30].

In this case, amperometric measurements were made by fol-
owing the protocols detailed in Sections 2.2 and 2.4. In Fig. 5 the
urrent decrease versus the alliin concentration is shown.

The hyperbolic fit of alliin extracted from garlic bulbs allowed
he determination of IC50. Such behaviour corresponds to the
mpirical Hill equation, which can describe a variety of sensor
esponses [31]:

= Bx

C + x
(3)
here y and x respectively correspond to the percentage of signal
nhibition and the antioxidant concentration in solution, and B and

are constant values. Thus, the IC50 of the alliin extracted from
arlic bulbs was calculated to be 100±8 �g mL−1.

ig. 5. Representation of the signal inhibition with the concentration of pure alliin
nd alliin extracted from garlic bulbs. Superoxide generated with 80 �M HX. Error
ars are deduced from three repeated measurements.
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However, pure alliin showed a poor antioxidant capacity. This
fact agrees with other studies showing its weak antioxidative activ-
ity [32]. Therefore, the antioxidant capacity of the alliin extracted
from garlic bulbs may be attributed to the presence of other antiox-
idant substances generated during the extraction process.

On the other hand, allicin extracted from garlic bulbs was found
to have prooxidant properties (data not shown). Although allicin
is thought to be the principal bioactive compound present in gar-
lic extracts, some of its properties make it difficult to be used in
practice: it is chemically unstable at room temperature and read-
ily decomposes to other species, which may reduce its antioxidant
activity or even enhance prooxidant activity [33].

The direct influence of the alliin extracted from garlic bulbs
on the CV of cyt c was investigated. CV and SWV measurements
were performed in buffer and in a 161 �g mL−1 alliin solution. The
influence of this antioxidant on cyt c peak currents was less than
1%. Furthermore, the mixed SAM showed effective blocking for the
tested antioxidants and no faradaic responses were observed.

4. Conclusions

In this paper, an enzymatic biosensor based on the co-
immobilization of cyt c and XOD was developed for the detection
of the antioxidant capacity of pure substances and garlic extracts.
The composition and ratio between thiols and the protocol to co-
immobilize the cyt c and the XOD were optimized to supply high
current signals. The 3.75-MU/1.25-MUA mixture and the protocol 4,
where the cyt c and the XOD were immobilized on the previously
activated mixed SAM, were found to be the optimal conditions. In
terms of incubation time, after 96 h of incubation the amount of cyt
c and the XOD activity reached a maximum and thus, this time was
chosen as the minimum time necessary for the correct reorganiza-
tion of the thiols. This biosensor was applied to the detection of the
antioxidant capacity of pure alliin and alliin and allicin extracted
from garlic bulbs. Alliin extracted from garlic bulbs showed better
antioxidant capacity than the pure one, probably for the presence
of other antioxidants in the sample which enhanced their effect.
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a b s t r a c t

We report a simple and novel method of stirring-only-driven accumulation and electrochemical deter-
mination of arsenite (As(III)) with both of the oxidation and reduction peaks associated with As(0)/As(III)
using a gold nanofilm electrode in neutral solution. Under stirring, a large amount of As(III) was deposited
on the modified electrode and the electrochemical response was greatly amplified. The accumulated
eywords:
old nanofilm
lectrochemical detection
rsenite
eutral solution

As(III) on the electrode showed well-defined redox couple in 0.1 M blank phosphate buffer solution (pH
7.0), which could be used for the measurement of As(III). Under optimal conditions, As(III) could be
detected in the range from 0.20 to 375 ppb with a detection limit of 0.04 ppb. In particular, with the use
of the reduction peak of As(III) the modified electrode exhibits excellent performance for As(III) deter-
mination even in the presence of abundant Cu(II). The regeneration of the electrodes is facile with good
reproducibility. The electrochemical system was applied to analyze As(III) in lake water, As(III) spiked tap
water and drinking water.
. Introduction

Arsenic is a poisonous chemical and widely distributed through-
ut the earth’s crust. Due to the mobile characteristic of arsenic
nd its compounds, those substances exist naturally in rocks, soil
nd minerals, and can easily contaminate the water for people’s
aily usage [1,2]. Although various chemical forms of arsenic can
e found in natural environment, arsenic in water are mainly
resented as trivalent arsenite (As(III)) and pentavalent arsenate
As(V)), while As(III) is more toxic [1]. As(III) is associated with can-
ers of the skin, lung, bladder and kidney, and it is hazardous to
nimals and human beings even at a low level in drinking water
3]. As(III) contamination of ground water has been reported in
rgentina, Bangladesh, China, India, Mexico, the United States and
any other countries in the world [4]. According to the last edi-

ion of the WHO Guidelines for Drinking-Water Quality (1993), the
uideline value for arsenic in drinking water is 10 ppb [5]. So sensi-
ive and reliable As(III) detection methods are urgently required
o guard us from polluted water. To this end, many laboratory-

ased analytical methods, such as atomic absorption spectrometry,

nductively coupled plasma with mass spectrometry and atomic
uorescence spectrometry, have been used for the accurate anal-
sis of arsenic [6–8]. However, these methods are hindered by the

∗ Corresponding author. Tel.: +86 25 8354862; fax: +86 25 8354862.
E-mail address: hychen@nju.edu.cn (H.-Y. Chen).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.037
© 2009 Elsevier B.V. All rights reserved.

requirement of expensive and large-scale instruments, the need of
highly trained technicians, and the relatively high general running
costs for each sample. Furthermore, acidic media used in some
methods is not a mild condition [9]. Compared with techniques
above, electrochemical methods, with high sensitivity, simple oper-
ation and low-cost instrument, show paramount importance for
As(III) detection [10–13]. At one time, hanging mercury drop elec-
trode with regenerated surface had been utilized for the detection
of As(III) [14]. However, the toxicity of mercury limits its appli-
cation. Later the alternatives of mercury like novel metals [15]
(such as Ag, Pt, and Au,) and boron-doped diamond electrode [16],
have been proved as suitable modified materials and electrode sub-
strates for the electroanalysis of As(III) and some people have done
excellent work on it [17–19]. Generally speaking, electrochemical
methods to detect arsenite in water using modified electrodes (such
as gold or platinum nanoparticles modified glass carbon electrode
or boron-doped diamond electrodes) can be summarized to two
categories: anodic stripping voltammetry (ASV) and directly cat-
alytic oxidation of As(III), both of them have their own benefits
and shortcomings. In virtue of the electrochemical predeposition
step (during which As(III) is reduced to As(0) and deposited on
the electrode surface), the former one can realize the successful

determination of As(III) with a low detection limit, but it suffers
from the interference by various metals like Cu(II), especially when
it presents in a large amount in water systems. It is because that
Cu(II) can be easily codeposited with As(III) at a certain poten-
tial. And due to the little separation of the stripping potentials
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f As(III) and Cu(II), if the concentration of Cu(II) is sufficiently
igh, the stripping peak of Cu(II) will partly, or even totally mask
he As(III) signal (as shown in Fig. 7A) [12]. The latter one, which
epended on Pt nanoparticles (or other materials) to catalyze the
xidation of As(III) to As(V) without the enrichment process, made
arrower linear range and worse detection limit of As(III) detection
18].

In this study, a simple, rapid, and reliable approach has been
eveloped for sensitive determination of low level As(III) in vari-
us water samples, featuring the stirring-only-driven accumulation
f target on a porous gold nanofilm modified gold disk electrode.
he gold nanofilm was obtained by applying a high potential such
s 10 V vs. SCE to the gold electrode, following a reduction step
y glucose, in which the gold atoms on the gold electrode sur-
ace were reconstructed, forming a porous and granular nano-gold
lm with a mass of active adatom-state Au*. It has been reported
hat the adatom-state Au* with a porous microstructure is highly
esirable for trapping OH− anions and forming Au*OHads [20–22].
wing to the unique property of the nano-gold film, As(III) could
e easily accumulated on the gold nanofilm only under stirring in
eutral solution due to the strong interaction between Au*OHads
nd As(III). After the predeposition, As(III) was determined in blank
BS (pH 7.0) via linear sweeping voltammetry (LSV). At the ini-
ial potential of −0.7 V, the deposited As(III) on the gold nanofilm
as reduced to As(0) immediately. Subsequently, As(0) could be

xidized to As(III) in anodic process, which would remain on the
lectrode surface and was reduced in the reverse scan. It made
oth the two peaks could be used for quantitative assay of As(III)
oncentration. And in particular, due to the well separation of the
eduction peaks of deposited Cu(II) and As(III) (the potential dif-
erence between the reduction peaks of As(III) and Cu(II) is about
70 mV), the reduction peak was demonstrated to exhibit superior
erformance when a mass of interferences existed. The proposed
ethod has been further verified by real sample assay. It is the

rst report on the mechanically enrichment of As(III) in neutral
olution for the electrochemical detection of aqueous As(III). And it
olved the problems of enrichment and anti-interference simulta-
eously. Compared with previous works, this method offers obvious
dvantages that it not only avoids the utilization of high concen-
ration acidic media, but also provides a new approach for As(III)
etection based on its reduction current, which can avoid the influ-
nce of many other ions coexisting in natural water system (such
s Cu2+, K+, and NO3

−). Moreover the gold nanofilm can be in situ
repared by a green, simple and fast way, which can be easily regen-
rated.

. Experiments

.1. Reagents

Arsenic trioxide, �-d-glucose, copper nitrate, disodium hydro-
en phosphate (Na2HPO4·12H2O), sodium dihydrogen phosphate
NaH2PO4·2H2O), sodium hydroxide and hydrochloric acid were
urchased from Shanghai Chemical Reagent Co. (Shanghai, China).
ll the chemicals were of analytical grade. 18 M� ultrapure water
as used throughout the experiment. The application in real sam-
le analysis was performed using Nanjing tap water from Nanjing
ap Water General Company, China, drinking water of Sensation
rom Coca Cola Company and drinking water of NongFu Spring
rom NongFu Spring incorporated company. The real lake water was
btained from Xuan Wu lake in Nanjing, China. The tap water and

rinking water were spiked with 0.1 �M As(III). The lake water was
piked with 0.05, 0.1, and 0.15 �M As(III) before it was filtered. Blank
ake water sample was prepared as described above without adding
s(III). The pH values of all the water samples were adjusted to 7.0
efore detection.
(2009) 243–248

2.2. Preparation of gold nanofilm modified electrodes

A bulk gold disk electrode (diameter 2.0 mm) was abraded with
fine SiC paper, polished carefully with 0.3 and 0.05 �m alumina
slurry, and then sonicated in water and absolute ethanol, respec-
tively. The procedure for the preparation of the modified electrodes
was described in our previous work [21]. The cleaned gold electrode
was first anodized under a high potential of 10 V in 0.1 M phosphate
buffer (pH 7.0) for 5 min. The color of the oxidized electrode surface
turned salmon pink. Then, the electrode was dipped in �-d-glucose
aqueous solution with different concentrations for 10 min. The color
of the gold electrode surface turned black after a while and a porous
gold nanofilm was obtained on the top of the gold electrode. Both
the anodized potential and the time of polarization and reduction
were optimized.

2.3. Deposition of As(III) and Cu(II) on the gold nanofilm

Gold nanofilm modified electrodes were dipped into phosphate
buffer (pH 7.0) containing different concentrations of As(III) for
15 min under stirring. After being rinsed carefully, it was immersed
into an As(III) free PBS (pH 7.0) for electrochemical detection of
As(III). Both deposition time and pH were optimized. The resid-
ual As(III) on the gold nanofilm could be removed by oxidation at
0.6 V for 60 s. Interference metal such as Cu(II) was deposited on
the nanofilm together with As(III) using the same procedure. The
regeneration of electrode after deposition of Cu(II) was carried out
by immersing the electrodes in 0.1 M nitric acid solution, followed
by a cyclic scan in a potential range of −0.6 to 0.6 V at 0.1 V s−1 for
10 cycles.

2.4. SEM characterization

Morphologies of gold slides after in situ preparation of gold
nanofilm and deposition of As(III) on the gold nanofilm were
studied on a JEOL JSM-6700F field emission scanning electron
microscope (Japan).

2.5. XPS characterization

Valence of arsenic deposited on the surface of gold nanofilm was
studied by an Escalab MKII X-ray photoelectron spectrometer (Eng-
land), using nanomonochromatized Mg K� X-ray as the excitation
source and choosing C 1s (284.7 eV) as the reference line.

2.6. Electrochemical experiments

All electrochemical experiments were performed on a CHI 660
electrochemical workstation (CH Instruments Inc., USA) employing
a conventional three-electrode system with a gold disk electrode
(2.0 mm diameter) as working electrode, a platinum disk electrode
(2.0 mm diameter) as auxiliary electrode, and a saturated calomel
electrode (SCE) as reference electrode. All the detection measure-
ments were carried out under a gentle nitrogen stream.

3. Results and discussion

3.1. Characterization of As(III) deposition on the gold nanofilm

Gold has been found to be a superior substrate for the voltam-
metric determination of As(III) via electrochemical predeposition,

however, to date there has been no report on stirring-only-driven
deposition of As(III) on gold or gold nanoparticles modified elec-
trodes in aqueous solutions. In order to confirm the deposition
process, SEM was used to investigate the morphology and distribu-
tion of the As(III) deposited on the surface. After the oxidation under
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When it was scanned to positive direction, no redox peak was
observed. While in the following scans from 0.3 to −0.7 V, a pair
of well-defined peaks appeared at−0.577 and−0.137 V and both of
ig. 1. SEM images of the gold nanofilm modified gold slides (A) prior to and (B) af
0 min.

igh potential and reduction by glucose, the Au atoms on the surface
ere reconstructed to small gold nanocrystal seeds which is shown

n Fig. 1A. The resulting film had a porous configuration, indicating a
arger gold surface area and more highly active gold atoms exposed
n the surface. After being dipped into phosphate buffer solution
pH 7.0) containing 1.0 mM As(III) for 30 min together with stir-
ing, an obvious change of the morphology was observed (Fig. 1B).
any smaller nanoparticles were found on the whole surface of the

lm, showing that As(III) had been deposited on the gold nanofilm
uccessfully. This is completely different from the morphology of
s(0) deposited on the gold nanofilm by electrochemical reduction
s well as that of As(0) being codeposited with Au on the surface of
iamond electrode [23].

The valence of As deposited on the gold nanofilm surface was
nvestigated using XPS with binding energy was calculated on the
asis of that of carbon (284.7 eV). Fig. 2 is the As 3d X-ray photo-
lectron spectra with peak located at 44.4 eV (this binding energy
ad been calculated by correcting the shift of the spectra caused by

harging effect during the XPS analysis process), approaching the
inding energy of As(III) but much higher than that of As(0). This
esult indicated that the deposited As exists as As(III) and no elec-
ron transfer process occurred in the enrichment procedure. It is
ell known that the nanoscaled gold holds many different proper-

ig. 2. XPS of As 3d spectrum after deposition in 0.1 M PBS (pH 7.0) containing
.0 mM As(III) under stirring for 30 min.
position of As(III) in 0.1 M PBS (pH 7.0) containing 1.0 mM As(III) under stirring for

ties compared with its bulk form. The high surface energy of the gold
nanoparticles makes it incline to adsorb other molecules [24,25].
In previous studies, the gold nanofilm was found to have abun-
dant adatom-state Au* which could easily form Au*OHads through
chemisorption in neutral solutions [20–22]. Once the gold nanofilm
electrode was dipped in 0.1 M PBS containing As(III), it would
adsorb As(III) through surface complexation between Au*OHads and
As(III). It may be similar to the interaction between the adsorbate
(such as Cu(II), As(III)) and goethite [26,27]. As a result, the accu-
mulation of As(III) can be achieved in a mild condition.

To get more information about the stirring-only-driven deposi-
tion of As(III), cyclic voltammograms at the gold nanofilm modified
electrode after deposition in 5.0 �M As(III) solution were recorded
in 0.1 M pH 7.0 PBS under different potential ranges. The relevant
curves are shown in Fig. 3. The initial potential was set at −0.3 V.
the redox peak currents were nearly 400 times higher than those
obtained on the bare gold electrode. The peak located at −0.577 V

Fig. 3. Cyclic voltammograms of gold nanofilm modified electrode in 0.1 M PBS (pH
7.0) after deposition in 0.1 M PBS (pH 7.0) containing 5.0 �M As(III) under stirring
for 15 min with different scan ranges: −0.7 to 0.3 V (initial potential: −0.3 V); inset:
−0.7 to 0.6 V (a and b); potential scan rate: 100 mV s−1.
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Fig. 4. Dependences of oxidation peak currents of As on the glucose concentration for the fabrication of gold nanofilm modified electrodes (A), deposition solution pH (B),
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nd deposition time (C), when one parameter changes while the others are under th
BS (pH 7.0) in the scan ranges of −0.7 to 0.3 V after As(III) was accumulated on the
tirring for 15 min, potential scan rate: 100 mV s−1.

as the result of the reduction of As(III) to As(0) and the other
t −0.137 V was due to the oxidation of As(0) to As(III) [17]. This
ould be explained by the fact that after being deposited on the
odified electrode, As(III) maintained the state when the scanning

otential was from −0.3 to 0.3 V. In the following cycle from 0.3 to
0.7 V, As(III) was reduced to As(0) at the potential of−0.577 V and

hen oxidized to As(III) at −0.137 V, resulting in the appearance of
s(III)/As(0) redox peaks. Compared with that in acidic condition

the stripping potential of As(0) is at about 0.150 V), the oxidation
otential of As(0) (−0.137 V) in neutral PBS is more negative, in
ccordance with the theory that increasing pH makes the standard
eduction potential of As(III)/As(0) shift negatively [23]. Different
rom the electrochemical deposition and detection of As(III) by
nodic stripping voltammetry in acidic media, in which only As(0)
an exist on the electrode surface, here, both of As(III) and As(0)
an exist stably on the surface of modified electrode, and the elec-
roreduction of As(III) to As(0) is performed completely in the scan
ange without the competitive generation of H2 or AsH3. Thus both
he redox peak currents of As(III)/As(0) can be used to indicate the
oncentration of As(III) in samples (shown in Figs. 5 and 8).

Interestingly, when the scanning range was up to −0.7 to 0.6 V,
new peak at 0.440 V appeared, while in the reversal cathodal

can, no obvious reduction peak was present (Fig. 3 inset a). The
ew peak at 0.440 V was attributed to the oxidation of As(III) to
s(V) [16], while As(V) was generally considered electrochemically

rreducible, which resulted in no peak observed during the rever-
al scan [28]. After several cycles, in the range of −0.7 to 0.6 V,
ll redox peaks of As (As(0)↔As(III), As(III)→As(V)) disappeared
ompletely (Fig. 3 inset b), indicating that As(III) could be oxidized
o As(V) entirely. XPS experiment shows that no As left on the
old nanofilm surface, meaning that As(V) desorbed from the sur-
ace of gold nanofilm. It is probably due to the repulsion between
AsO4

2− and Au*OHads and makes As(V) easily desorb from the
lectrode surface (the dominant species of As(V) in pH 7.0 solution
s HAsO4

2− (pK2 = 7.0)). This provides an easy way to regenerate the
old nanofilm modified electrode after each detection.

.2. Optimization

The effective deposition of As(III) on the gold nanofilm surface
epends on the fabrication conditions of the gold nanofilm and
he deposition conditions of As(III). Therefore, a series of measure-

ents were performed to investigate the most suitable conditions

or As(III) detection. It was found that the reduction process of gold
xide was responsible for the properties of gold nanofilm modified
lectrode. Glucose as a nontoxic, gentle reducing agent is proved
uitable for the fabrication of gold nanofilms [21]. Furthermore, the
oncentration of glucose was optimized for the detection of As(III).
timal conditions. The oxidation peak currents of As are obtained in 0.1 M As(III) free
nanofilm modified electrodes in 0.1 M PBS (pH 7.0) containing 5.0 �M As(III) under

Linear sweep voltammetry was applied to detect the deposition
quantity of As(III) on the electrode surface. By comparison of the
oxidation peak current of As (Fig. 4A), we found that when the glu-
cose concentration was 0.1 M, the peak current of deposited As (at
−0.137 V) was only about 60% of the maximum with the glucose
concentration of 1.0 M. The peak current increased nonlinearly with
the increase of glucose concentration and reached a plateau stage
when the concentration of glucose was up to 1.0 M. This result can
also be predicted from the color of gold film. When we use 0.1 M
glucose as reducing medium, the color of the gold electrode surface
changed to grey black, even the reduction time was prolonged up
to 30 min. When 1.0 M glucose was used as reducing medium, the
color of the gold electrode surface turned to black within 10 min
(here, “black” means gold nanofilm is completely reduced). There-
fore, we chose 1.0 M as the optimal concentration of glucose.

The characteristic of the gold nanofilm and As(III) species in
0.1 M PBS under different pH conditions may determine the inter-
action between them and subsequently have great influence on the
accumulation efficiency of As(III). Therefore, the influence of pH
for deposition solution was investigated (Fig. 4B). In the pH range
of 6–9, the oxidation peak currents of As maintained 90% of the
maximum response. However, it decreased obviously at pH lower
than 6 or higher than 9. It is assumed that in weak acidic solution,
the adsorptive interaction between Au* and OHads weakens, result-
ing in the decrease of the adsorption of As(III). In addition, when
the pH is higher than 9, the dominant species of As(III) in the solu-
tion is H2AsO3

− (pK1 = 9.2) and there may be a repulsive interaction
between Au*OHads and H2AsO3

−, which also affect the deposition
of As(III). As a result, an optimal deposition pH of 7.0 (neutral con-
dition) was selected. Fig. 4C shows the relationship between the
oxidation peak currents (at−0.137 V) and the deposition time of the
5.0 �M As(III) deposited on the gold nanofilm modified electrode in
0.1 M pH 7.0 PBS. In the first 15 min, the peak current increased lin-
early with time. After that, longer deposition time did not enhance
the response significantly. Therefore, 15 min was chosen as the opti-
mal parameter based on a balance between the maximum response
signal and excessive deposition time.

3.3. Detection of As(III)

As(III) detection experiments with LSV were carried out under
the optimal deposition conditions. Fig. 5 shows the LSV currents
corresponding to different As(III) concentrations. Calibration curve

in Fig. 5 held a linear relationship between the oxidation peak
current and concentration of As(III) in the range of 0.20–375 ppb
(R = 0.997), with detection limit of 0.04 ppb. After each measure-
ment, the potential was kept at 0.6 V for 1 min to remove residual
As, and the renewed electrode could be used in the next detec-
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ig. 5. LSV of gold nanofilm modified electrode in 0.1 M PBS (pH 7.0) after depo-
ition in 0.1 M PBS (pH 7.0) with different concentrations of As(III) under stirring
or 15 min, potential scan rate: 100 mV s−1. Inset: calibration curves of the oxidation
eak currents associated with the deposition of different concentrations of As(III).

ion. The response reproducibility for the gold nanofilm modified
lectrode is shown in Fig. 6, and the result is acceptable with the rel-
tive standard deviation of 4.7% for 10 consecutive measurements
f 0.10 �M As(III) in neutral condition.

.4. Interference studies

In conventional anodic stripping voltammetry, the main
ause of interference in the determination of As(III) is the co-
lectrochemical reduction of other metal cations (especially Cu(II)).
or instance, Cu(II) can be reduced together with As(III) at a cer-
ain potential (the standard electrode potential (ϕ vs. SHE) of
u(II)/Cu(0) is 0.337 V and that of As(III)/As(0) is 0.248 V) and
he competition for deposition between As(III) and Cu (II) on the
lectrode surface reduces the stripping peak current of As(III). Fur-
hermore, if the concentration of the interference is high enough,

he As(III) peak can be overlapped completely. Herein, interference
tudies in As(III) detection were performed to examine the influ-
nce of Cu(II) that commonly existed in many water systems. Fig. 7A
hows the effect of Cu(II) contamination on the detection of As(III)
n 1.0 M HCl with electrodeposition at−0.1 V for 300 s. In the acidic

ig. 7. Interference of 50.0 �M Cu (II) on the detection of 5.0 �M As(III) in different con
ith 5.0 �M As(III) (a) and 5.0 �M As(III) together with 50.0 �M Cu (II) (b), predepositio

oltammogram of gold nanofilm modified electrode in 0.1 M PBS (pH 7.0) after deposition
tirring for 15 min, potential scan rate: 100 mV s−1.
Fig. 6. Continuous measurements of 7.5 ppb As(III) for 10 times. After each measure-
ment, the potential was kept at 0.6 V for 1 min, in order to make As(III) deposited on
the gold nanofilm be completely cleared from the surface.

medium, a sharp Gaussian stripping peak for As(III) at 0.095 V was
obtained (curve a). However, when 50 �M Cu(II) was added into the
5.0 �M As(III) solution in 1.0 M HCl, after electrodeposition only a
broad stripping peak appeared at 0.423 V (curve b) and the oxida-
tion peaks of Cu and As are totally overlapped. This result confirms
the shortcoming of electrochemical deposition in the detection of
As(III) with interference.

When As(III) and Cu(II) were accumulated by the way of stirring
and detected in neutral medium, interesting result was obtained
(shown in Fig. 7B). After deposition, two pairs of redox peaks
appeared in 0.1 M pH 7.0 PBS in the potential range of −0.75 to
0.35 V. The redox peaks with potentials of −0.101 and −0.601 V
were assigned to the redox of As(III)/As(0), and the peak potentials
of 0.248 and 0.068 V were due to the redox of Cu(II)/Cu(0). Com-
pared with the analysis of As(III) and Cu(II) in acidic condition by
electrodeposition, though the redox peak currents of As(III)/As(0)
slightly decreased after the codeposition of Cu(II) on the surface of

gold nanofilm, they were separated well from the peaks of Cu. More-
over, the reduction peak can hardly be influenced by the deposition
of Cu(II) because of the potential separation of approximate 670 mV
between the reduction peaks of Cu(II) and As(III). Therefore, the
reduction peak current was applied in the determination of As(III)

ditions: (A) LSV of gold nanofilm modified electrode after deposition in 1 M HCl
n condition: −0.1 V vs. SEC for 300 s and potential scan rate: 100 mV s−1. (B) Cyclic
in 0.1 M PBS (pH 7.0) containing 5.0 �M As(III) together with 50.0 �M Cu (II) under
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Table 1
Recovery of As(III) in real samples.

Sample Concentration added (�M) Concentration found (�M) Recovery (%)

Tap water 0.10 0.0991 ± 0.0037 99.1 ± 3.7
Sensation 0.10 0.0982 ± 0.0040 98.2 ± 4.0
NongFu Spring 0.10 0.103 ± 0.0047 103 ± 4.7

Xuan Wu lake water
0.05
0.10
0.15

Fig. 8. The reduction peaks of LSV of gold nanofilm modified electrode in 0.1 M
P
A
1
t

w
i
5
t
t
A
c
5
o
0

3

n
d
i
T
s
X
t
f
c
o

4

a

[

[
[
[

[
[

BS (pH 7.0) after deposition in 0.1 M PBS (pH 7.0) with different concentrations of
s(III) under stirring for 15 min in the presence of 50.0 �M Cu(II), potential scan rate:
00 mV s−1. Inset: calibration curves of the reduction peak currents associated with
he deposition of different concentrations of As(III).

hen it coexisted with Cu(II). Increasing the ratio of Cu(II)/As(III)
n the deposition solution (even the value of Cu(II)/As(III) is up to
000) scarcely affects the linear relationship between the concen-
rations and reduction peak currents of As(III). This is attributed to
he special enrichment method and the strong interaction between
s(III) and the gold nanofilm. The dependence of the reduction peak
urrents on different concentrations of As(III) in the presence of
0 �M Cu(II) is shown in Fig. 8. It could be seen that the linear range
f As(III) was 0.75–375 ppb, and the LOD value increased slightly to
.12 ppb.

.5. Analysis of As(III) in water samples

To evaluate and prove the possibility for applying the gold
anofilm electrode for water sample assay, the accumulation and
etection of As (III) were performed using the modified electrode

n 0.10 �M As(III)-spiked tap water and drinking water (present in
able 1), and satisfactory results were obtained. Using the proposed
trategy, the concentration of As(III) in real water sample such as
uan Wu lake water was determined as 0.04 �M. In order to prove

he accuracy of the obtained data, recovery experiments were per-
ormed by spiking to Xuan Wu lake water samples with different
oncentrations (Table 1), and acceptable data of recoveries were
btained.
. Conclusions

We have established a unique stirring-only-driven enrichment
nd electrochemical detection method for As(III) in practical water

[
[

[

[

0.0498 ± 0.0042 99.6 ± 8.4
0.0982 ± 0.0050 98.2 ± 5.0

0.148 ± 0.0028 98.7 ± 1.9

samples based on the gold nanofilm modified electrode, which are
simple and rapid without using high concentration acid or other
special materials. The gold nanofilm with a nanoporous configu-
ration and abundant highly active Au* makes it suitable for the
effective deposition of As(III), which in turn makes the modified
electrode available for the analysis of As(III) in neutral solution
using both of the As(0) oxidation peak and As(III) reduction peak.
The gold nanofilm is stable under continuous detections and regen-
erations and a range of five orders of magnitude with LOD of
0.04 ppb has been achieved for As(III) detection. It can be used to
detect As(III) in real water samples. Further studies will be focused
on utilization of this electrode for simultaneous detection of other
hazardous materials together with As(III) in water samples.
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a b s t r a c t

Accurate quantitation of iodine in biological samples is essential for studies of nutrition and medicine, as
well as for epidemiological studies for monitoring intake of this essential nutrient. Despite the importance
of accurate measurement, a standardized method for iodine analysis of biological samples is yet to be
established. We have evaluated the effectiveness of 72Ge, 115In, and 129I as internal standards for measure-
ment of iodine in milk and urine samples by induction coupled plasma mass spectrometry (ICP-MS) and
of 35Cl18O4

−, 129I−, and 2-chlorobenzenesulfonate (2-CBS) as internal standards for ion chromatography-
tandem mass spectrometry (IC-MS/MS). We found recovery of iodine to be markedly low when IC-MS/MS
was used without an internal standard. Percent recovery was similarly low using 35Cl18O4 as an internal
SI-MS
odine-129
sotope dilution mass spectrometry

standard for milk and unpredictable when used for urine. 2-Chlorobenzebenzenesulfonate provided accu-
rate recovery of iodine from milk, but overestimated iodine in urine samples by as much as a factor of 2.
Percent recovery of iodine from milk and urine using ICP-MS without an internal standard was ∼120%.
Use of 115In predicted approximately 60% of known values for both milk and urine samples. 72Ge provided
reasonable and consistent percent recovery for iodine in milk samples (∼108%) but resulted in ∼80%
recovery of iodine from urine. Use of 129I as an internal standard resulted in excellent recovery of iodine

samp
from both milk and urine

. Introduction

During the present decade there has been great interest on
erchlorate in the environment [1,2]. Although unreactive at phys-

ological pH, perchlorate is a powerful competitive inhibitor for the
ransport of the essential iodide ion via the sodium-iodide sym-
orter [3,4] and excessive intake of perchlorate may result in iodine
eficiency. Obviously, this is of greater concern in a population that

s already iodine deficient or in a borderline status [5,6]. Iodine
utrition status is generally judged by urinary output [5,7,8]. In
ddition, iodine content of food for infants, notably milk, is of great
mportance as iodine nutrition affects the neurodevelopment of the
oung [9–11]. There is thus great interest in trace determination
f iodine, particularly in biological fluids such as milk and urine
12,13].

In milk and urine, iodine dominantly exists as iodide. The

lassical approach to iodine estimation is the kinetically based
andell–Kolthoff reaction [14] which exploits the catalysis of the
xidation of As(III) with Ce(IV) by iodide. In idealized standards,
he reaction can be followed either colorimetrically (Ce(IV) is yel-

∗ Corresponding author. Tel.: +1 817 272 3171.
E-mail address: Dasgupta@uta.edu (P.K. Dasgupta).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.038
les using either IC-MS/MS and ICP-MS.
© 2009 Elsevier B.V. All rights reserved.

low) or fluorometrically (Ce(III) is fluorescent). However, many
other compounds commonly present in biological samples can
interfere. Such interferences are typically removed by digesting
the sample with chloric acid at 105–115 ◦C for 30–60 min, how-
ever, it is difficult to insure that all interfering species are removed
[15]. More recently, digestion with less hazardous ammonium
persulfate has replaced chloric acid; it is also easier to use, how-
ever, the samples must still be heated to 91–95 ◦C for 30 min
during digestion [16]. Substantial care must be exercised during
digestion to prevent the loss of volatile iodine as iodide could poten-
tially be oxidized into iodine by the persulfate. On the positive
side, the Sandell–Kolthoff approach is one of the few inexpen-
sively accessible spectrometric approaches that can provide the
requisite sensitivity for measuring iodine at low levels in these
samples.

Mass spectrometry has long been a formidable tool for qual-
itative identification; it is also extraordinarily sensitive. Iodine
determination by induction coupled mass spectrometry and iodide
determination by chromatography–electrospray ionization mass

spectrometry have both been widely used. When it comes to quan-
titative analysis, mass spectrometry is plagued by a number of
problems. For accurate quantitation, one must be wary of iso-
baric interferences and matrix effects [17]. As a general issue in
ICP-MS, polyatomic interferences and oxide formation must also
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e avoided. Some of these negative effects can be overcome by
pecific knowledge of the behavior of the analyte of interest. In ICP-
S, oxide formation can be overcome, for example, by properly

hoosing operating parameters, such as plasma gas composition,
ebulizer flow rate, and radio frequency power [17,18]. Isobaric and
olyatomic interferences can be overcome by either monitoring a
ifferent isotope of the same element or correcting for the interfer-
nt by quantitating it as well [17,19]. In ESI-MS isobaric interferences
re typically overcome by preceding the MS with a liquid/ion chro-
atographic separation technique, which temporally separates the

nalytes that lead to mass fragments of identical mass to charge
atios (m/z, hereinafter the unit Thomson (Th) is used, see Ref.
20]). Non-isomeric isobaric interferences that persist in co-eluting
fter chromatography can be resolved in ESI-MS by tandem mass
pectrometry (MS/MS) techniques.

However, the one problem that cannot be solved is effects that
rise from variations in the matrix components or as a result of
he matrix itself. Matrix effects in MS constitute a more serious
roblem in two different ways. First, changing levels of electrolytes

n the samples cause dramatic fluctuations in the ionization effi-
iency [21]. This change in ionization efficiency leads to changing
ignal intensities recorded by the MS. Second, matrix components
an deposit in the MS, such as the entrance cones, and cause residue
uild up. These deposits can block the entrance to the mass analyzer
nd cause a reduction in signal over time [22,23]. Together or alone,
onization suppression and residue build up can lead to substantial
rrors. Unless compensated, such errors can amount to an order of
agnitude.
Effects from matrix variations and system stability can be cor-

ected by using internal standards (IS) [24]. ISs are purposefully
dded to all samples and standards at equal concentrations. The
S is a component that is not indigenously present in any sample
r is present at negligible concentrations compared to the amount
hat is added [25]. The IS should also not significantly affect the
oncentration of the AI present in the sample. The IS is typically
dded in equal amounts to all standards and samples. For an IS
o function correctly, as system or matrix conditions change, any
hange in the signal attributed to the constant IS concentration
ust be reflected in a proportionate change in the analyte of inter-

st (AI). The amount of the IS added should not markedly alter
he overall sample composition/ionic strength and the IS should
e of similar, but not identical, molecular/atomic weight as the
nalyte of interest [25,26]. The sensitivity of many mass spectrom-
ters varies with the m/z ratio. Often low m/z ions are not as easily
ransferred from the ionization source to the mass analyzer com-
ared to higher m/z ions [27,28]. In addition, the sensitivity of the

nstrument for the AI and IS should be similar for the IS to pro-
ide correct matrix compensation; this is especially true in ICP-MS.
inally, the IS should behave in a similar way to the AI. In ICP-MS the
S should have a similar first ionization potential to the AI [25,26].
n chromatography–ESI-MS/MS the IS should have an elution time
lose to that of the AI (ideally co-elute), so it elutes in a similar
atrix as the AI. For this same reason, gradient elution should not

e used in nonsuppressed ion chromatography (IC) or liquid chro-
atography (LC) when using an IS that does not fully co-elute with

he AI.
Isotope dilution mass spectrometry (IDMS) [29,30] is a special

ype of internal standardization in MS quantitation. IDMS uses an
sotopically modified version of the AI as the IS. Using an isotopically

odified version of the AI is the best way to meet all of the require-
ents of an IS. In perchlorate analysis, using quadruply 18O-labeled
erchlorate (35Cl18O4, 107 Th) as an IS has proven, for example, to
e the method of choice for quantitation [31,32]. An isotopically

abeled IS must, nevertheless, meet the other requirements outlined
arlier; in addition, within the experimental duration, the isotopic
abeling must be stable [25].
9 (2009) 235–242

We compare here the performance of several different species
used as ISs for iodide/iodine analysis. For IC-MS/MS we compare
the performance of 35Cl18O4, 129I, and 2-chlorobenzene sulfonate
(2-CBS) as internal standards for iodide quantitation. For ICP-MS we
compare the performance of 72Ge, 115In, and 129I as ISs for iodine
quantitation. In all cases the iodide quantitation data compensated
by the appropriate IS are compared to uncorrected values and to
each other.

2. Experimental

2.1. Standards and reagents

All solutions were prepared using 18.2 M� cm deionized
water (Milli-Q Element A10 ultrapure water system, Millipore).
Stock standard solutions (1000 mg/L each) of iodine, germa-
nium, and indium were prepared by dissolving 0.1308 g of KI
(www.vwrsp.com), 0.1927 g of InCl3 (www.sial.com) and 0.1441 g of
GeO2 (www.Strem.com) in 100 mL of water, 2% HNO3, and 40 mM
NaOH, respectively. A 1.0 mg/L quadruply 18O-labeled perchlo-
rate solution (www.iconisotopes.com) and a 100 nCi carrier-free
129I solution as KI (www.ipl.isotopeproducts.com) were purchased.
Based on the certified value of the activity, and the known half-
life of 129I (1.57×107 years), the 100 nCi K129I solution contained
∼56.6 mg/L 129I. Working solutions of 1.0 mg/L of germanium,
indium, and 129I− were prepared by diluting 0.1 mL, 0.1 mL, and
1.765 mL, respectively, to a final volume of 100 mL with water. The
2-CBS solution was prepared in the laboratory from alkaline hydrol-
ysis of the corresponding commercially available sulfonyl chloride
(www.sial.com).

2.2. Ion chromatography and ESI-MS/MS

All chromatography was preformed on a Dionex DX-600 ion
chromatograph with an IS25 isocratic pump, EG40 eluent generator,
an ASRS-Ultra 2-mm suppressor and a CD25 conductivity detec-
tor. Chromeleon 6.0 chromatography software was used for system
control. Separation was performed on a Dionex IonPac AG-16
(2 mm×50 mm) guard column and IonPac AS-16 (2 mm×250 mm)
anion separation column. The injection loop volume was 25 �L. The
eluent used was 60 mM KOH at a flow rate of 0.25 mL/min. The IC
effluent was sent to the ESI-MS/MS.

A ThermoElectron TSQ Quantum Discovery Max MS was used
in the negative electrospray ionization mode with a heated elec-
trospray ionization probe (HESI) to increase sensitivity. The MS
data was acquired using Xcalibur version 2.0 software package.
The HESI probe temperature of the ESI-MS was set at 325 ◦C, the
ion transfer capillary was set at 275 ◦C and the ionization potential
was set at 4.5 kV. The MS operated in the selected reaction moni-
toring mode (SRM). The monitored ions had SRM m/z transitions
of: 107.0→89.0 (35Cl18O4

−), 127.0→127.0 (127I−), 129.0→129.0
(129I−), and 191.0→80.0 (2-CBS, 12C6H4

32S16O3
35Cl−). Iodide was

quantified using the area ratio of iodide to the internal isotopic stan-
dard chosen for the correction and compared to a calibration curve
composed of AI/IS ratios measured in the prepared standards.

2.3. ICP-MS

An X Series II ICP-MS (www.thermo.com) was used in the direct
infusion mode.
The peristaltic pump built into the ICP-MS was used to prime
the sample into the Peltier-cooled (3 ◦C) nebulizer at 1.6 mL/min for
45 s and then continuously aspirate the sample into the nebulizer at
0.8 mL/min. Each measurement cycle consisted of a 20-s qualitative
mass survey scan followed by three 32-s long quantitative mass
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cans. Once the sampling was complete, the auto sampler probe
as washed in DI water for 1 min before storage and reuse.

.4. Sample preparation and addition of internal standard

Most biological samples must be digested, extracted or other-
ise processed before they can be analyzed. Ideally, spiking with

n IS should be conducted as the very first step; this is especially
rue of IDMS. Addition of such an IS as the first step can compensate
or any analyte loss during processing. However, for ISs that are not
imple isotopically substituted analogs, if analyte loss does occur
uring sample processing, differential loss behavior of the IS and
he AI can render accurate quantitation problematic. Fortunately,
nitial experiments in the present case for either the milk or urine
amples showed that statistically the results did not differ whether
he IS was spiked as a first step or just before analysis, suggest-
ng that there was no (differential) loss of the analyte (or the IS)
uring processing. For the purposes of the present paper, the fol-

owing reasons led us to chose to generate detailed data where the
S was added just before analysis: (1) the primary motivation was
o identify the best (as well as acceptable) IS markers for IC–ESI-

S/MS and ICP-MS determination of iodide/iodine and not to be
onfounded by recovery issues of specific sample processing meth-
ds, (2) much more sample is processed than is analyzed. Often, the
rocessed/extracted samples are diluted further prior to analysis.
dding IS at the first stage and having a reasonable concentration
f the IS in the final analyzed sample requires IS amounts that can
ncrease the analytical cost/sample, especially when the IS is expen-
ive, as is often true for an isotopically labeled IS. However, as a
eneral analytical practice we do recommend that the IS be added
o the sample prior to any manipulations.

Human milk samples were processed by a streamlined pro-
edure that has been described in detail elsewhere [33]. Briefly,
0 mL aliquots of the milk sample were put in 50-mL capacity cen-
rifuge tubes and centrifuged at 16,000 rpm at 15 ◦C for 25 min
Sorvall RC-6+, www.thermo.com; Fiberlite F-13-14X50CY rotor,
ww.piramoon.com). The liquid portion of the resulting sample
as decanted to the top of a prewashed PL-10 Centricon Plus-20

entrifugal filter device (UFC2 LGC 24, www.millipore.com). The
entricon devices were centrifuged at 5000 rpm at 15 ◦C for 90 min.
0.5 g aliquot of prewashed Amberlyst 15 macroreticular cation-

xchange resin (www.sial.com) was added to the dialyzate; the
ample was vortexed for 5 min and allowed to stand for 10 min.
he sample was then taken into a prewashed 10-mL disposable
yringe and passed through a prewashed 25 mm, 0.45 �m pore
ize nylon membrane syringe filter prior to analysis. Extracted milk
amples were spiked with varying levels of iodide for standard
ecovery experiments. Milk samples were diluted 4× and 10×with
ater for IC-MS/MS and ICP-MS analysis, respectively. Samples for

C–ESI-MS/MS analysis were spiked to a concentration of 10 �g/L
f 129I−, 5 �g/L of 35Cl18O4

−, and 25 �g/L of 2-CBS prior to being
oaded into the auto sampler (Finnigan Surveyor Auto sampler Plus,

ww.thermo.com). Samples for ICP-MS analysis were spiked to a
oncentration of 10 �g/L of 129I−, 72Ge, and 115In prior to analysis.
he milk samples used in this study had been analyzed before in a
revious study [6]. The samples were selected such that one sam-
le in each experiment had moderate to low levels of iodide present
nd the other had high levels of iodide present.

Urine samples were filtered with a 0.45 �m nylon syringe fil-
er and spiked with varying levels of iodide for standard recovery
xperiments. The samples were then diluted 5×and 10×with water

or IC-MS/MS and ICP-MS analysis, respectively. Samples for IC-

S/MS analysis were spiked to a concentration of 10 �g/L of 129I−,
�g/L of 35Cl18O4

−, and 25 �g/L of 2-CBS prior to analysis. Samples
or ICP-MS analysis were spiked to a concentration of 10 �g/L of
29I−, 72Ge, and 115In prior to analysis. The urine samples used in
9 (2009) 235–242 237

this study had been collected for a previous study [6] and analyzed
before. The samples were selected such that one sample in each
experiment had moderate to low levels of iodide present and the
other had high levels of iodide present.

2.5. Standard addition and recovery

Stock urine and milk extract samples were split into several
equal aliquots and spiked with a high concentration 127I standard
to have final spiked iodide concentrations ranging between 0 �g/L
and 150 �g/L I. The samples were then spiked with an individual IS
whose efficacy was being tested.

2.6. Temporal reproducibility

We conducted a study where various processed milk and urine
samples (a total of 25), spiked with the appropriate IS, were each
analyzed twice by IC-MS/MS and one particular additional milk
sample was additionally inserted randomly in this sequence 10
times, each time being analyzed twice like all the other samples. The
results for these 10 repeated probe samples (n = 2 ea) are discussed.

3. Results and discussion

3.1. Internal standard selection

The choice of an appropriate IS for mass spectrometric iodine
quantitation has not been obvious. Leading researchers in the field
had used isotopically labeled perchlorate as an IS for both perchlo-
rate and iodide quantitation [13]. Although this may provide some
correction, it may not fully correct for matrix effects due to the
different retention times and ionization behavior of the analytes.

A more appropriate selection for an iodide IS might be a com-
pound that co-elutes with iodide. It is known that 4-chlorobenzene
sulfonate (4-CBS) co-elutes with perchlorate on certain IC columns
[34]. Although iodide and perchlorate do not co-elute, they are
both highly polarizable spherical monoanions (the reason why
perchlorate physiologically competes with iodide) and elute close
to each other. It is reasonable that a different chlorobenzenesul-
fonate isomer may co-elute with iodide on certain IC columns. We
found that of the three isomers (2-, 3-, 4-), 2-CBS elutes the clos-
est (retention time, tR, 7.3 min) to iodide (tR, 6.7 min) on an AS-16
(Dionex) IC column under our standard isocratic elution condi-
tions (Fig. 1) and could even be made to co-elute at higher eluent
strengths.

The other alternative for an iodine IS is an iodine isotope. Iodine-
127 is the only naturally occurring stable isotope of iodine. There are
several radioactive iodine isotopes that originate from the nuclear
fission of uranium and plutonium [35] or from the cosmic ray
spallation of atmospheric xenon [36]. Many of these isotopes, espe-
cially 131I, are used in medicine as tracers for nuclear imaging, and
for treating various thyroid-related conditions. The major problem
with using a radiotracer in mass spectrometry is contamination of
the equipment as well as vacuum and vent systems with radioac-
tive material. This will be a particular problem with radioiodine
because it is so easily taken up by the mammalian thyroid. Of the
14 major radioactive isotopes of iodine, only 129I has a half-life
(t½) > 60 d. 129I has a t½ = 15.7 million years [37,38]. 129I is the only
isotope of iodine that would not lead to an unacceptable extent
of radioactive contamination when used at measurable concen-
trations. This is because the half-life of 129I is so long that an

appreciable concentration represents very little radioactivity; for
example, a 5 mL sample aliquot that has been spiked with 10 �g/L
level of 129I contains 387 pmol 129I, amounting to <16 pCi in radioac-
tivity. Relative to this, the Nuclear Regulatory commission considers
the handling and purchase of up to 100 nCi of 129I exempt from
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Fig. 1. IC-MS/MS chromatogram of (A) the total ion current, (B) 5 �g/L 35Cl18

egulations [39]. 129I decays by weak �- and �-emissions (64 keV
nd 25 keV, respectively, [38]), compared to this, on an average the
uman body contains 0.12 �Ci worth of 40K, which also primar-

ly emits �- and �-emissions (520 keV and 160 keV, respectively)
40,41]. The naturally occurring ratio of 129I to 127I is estimated at
.5×10−12 [42]; it is found in higher ratios only around regions
hat have experienced nuclear fallout [43,44]. Since iodide derived
rom 127I and 129I are chemically equivalent, 129I should be an ideal
hoice as an IS for iodide/iodine quantitation in any type of mass
pectrometry; there are, however, no reports of its use thus far in
hromatography–MS/MS analysis.

In the case of ICP-MS, germanium, as germanium dioxide, has
een claimed to be an appropriate IS for iodide analysis [45,46].
ermanium is an attractive element to use as an IS because it is not
bundant in the earth’s crust (1.5 mg/kg) [47] and is not likely to
e abundant in biological samples. Importantly, it also has a first

onization potential (IP) of 7.9 eV that is not far from that of iodine’s
10.45 eV) [48]. Excluding astatine, radon and xenon (which cannot
e incorporated into a sample as a tracer for obvious reasons) the
0 elements closest in first IP (spanning 9.4–13.6 V) to iodine are Zn,
e, As, S, Hg, P, C, Br, Cl, and H. These are all likely to be present in
iological samples, in varying and possibly significant levels. One
rawback for 72Ge is that its m/z ratio (72 Th) is much different
rom that of iodine (127 Th); this may put iodine and germanium

nto different intrinsic gain regions of the ICP-MS.

Indium (115In) is a very common IS used in ICP-MS analysis,
idely chosen because of its low natural abundance and an inter-
ediate value of 115 Th that falls nearly in the middle of the m/z

alues for the elements across the periodic table; it is considered a
C) 5 �g/L 127I− , (D) 10 �g/L 129I− , and (E) 25 �g/L 2-chlorobenzene sulfonate.

good IS for many of the mid mass range elements. However, while
indium has a close m/z value to that of iodine, at 5.79 eV its first IP
is much lower [48].

As with IC–ESI-MS/MS, 129I should be the best IS for iodine
analysis as well. Being the same element, they of course have the
same IP. The very small difference between the m/z value of the
two isotopes puts them into the same sensitivity range of the ICP-
MS. The analytical problem of measuring iodine in foods and other
biological material has been a challenging one and it has been so
acknowledged for some time [49]. The advent of the ICP-MS did not
necessarily mean that this was accepted as the best and most accu-
rate solution. The use of 129I as an IS for iodine determination by
ICP-MS was simultaneously introduced by three different groups
[50–52]. Haldimann et al., one of these pioneers, have continued
to use 129I as IS [53–55] and although they initially reported sig-
nificant iodide memory effects in the nebulizer and some isobaric
interference from 129Xe present in the argon gas. Others have used
129I as an IS with solid samples with the further addition of Pd, this
iodophilic element prevents iodine loss during ashing and removal
of organics [56]. Recently Bruchert et al. have used 129I enriched
iodide and iodate in gel electrophoresis coupled to an ICP-MS to
measure these species in aerosol samples [57]. However, overall,
not many have adopted 129I as the IS of choice in iodine determina-
tion. Beginning with NHANES 2000, the Centers for Disease Control

had adopted ICP-MS as the preferred method of iodine analysis
in urine but utilized 130Te as the IS [58]. The difference plots vs.
the Sandell–Kolthoff method suggested that significant differences
may exist for individual samples. Similarly, recent work by others
continues to use other ISs, e.g., 103Rh [59].
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ig. 2. Iodide recoveries (a) for a milk sample (Milk-1, Table 1) and (b) for a urine sa
C-MS/MS. The error bars indicate ±1 standard deviation.

.2. Standard addition and recovery

A good way to measure the effectiveness of an IS is to per-
orm a standard addition experiment. Data from spiked samples
see Section 2) were collected and processed using the respective
S response for correction. These corrected data were compared
mong themselves as well as to results obtained without any cor-
ection. The correspondence of the slope of the standard addition
lot (vide infra) to unity indicates the efficacy of a particular IS for
he intended correction.

.3. Spike recovery for added iodide IC-MS/MS

Fig. 2a and b shows the standard addition results of a milk and
rine sample, respectively. When no ISs were used, poor recoveries
slope of the standard addition curve 0.323±0.090 to 0.854±0. 251)
ere observed for both milk and urine. These data are summarized

n Table 1. Obviously, the quantitation of iodide/iodine is quite poor
ithout an IS.

The use of 18O enriched perchlorate as an IS for iodide turns out
o be a poor choice as well: the recoveries ranged from 38.0±7.4%
o 161.6±15.3%. Three of the four samples analyzed showed recov-
ries below 78.1%, while one gave a significantly superquantitative
ecovery. This is likely due to the significantly different retention
imes of the two analytes in the chromatographic system resulting
n varying amounts of other ion precursors eluting in the different
emporal windows from one sample to another. The matrix com-
osition thus changes dramatically in the windows that iodide and
erchlorate elute and the two analytes are thus detected in very
ifferent matrices in different samples, regardless of any similarity
etween the analytes themselves. If in fact the two analytes also

iffer in their ionization behavior, further inaccuracies in quantita-
ion will occur. It is to be noted that perchlorate was analyzed using
he MS/MS mode and was fragmented in the second quadrupole of
he triple quadrupole system during the analysis, while iodide, a

onoatomic species, was not fragmented. Rather in the latter case

able 1
odide recoveries in milk and urine samples using different internal standards for signal cor
nalysis of matrix spiked at five levels with 127I and quantified using four different IS app

% Recovery, IC-MS/MS

No IS 129I

ilk #1 44.3 ± 2.4 (r2 = 0.9910) 103.8 ± 5.7 (r2 = 0.9912)
ilk #2 32.3 ± 9.0 (r2 = 0.8101) 98.9 ± 2.7 (r2 = 0.9977)
rine #1 85.4 ± 25.1 (r2 = 0.7937) 96.2 ± 3.2 (r2 = 0.9966)
rine #2 62.7 ± 24.6 (r2 = 0.6838) 101.6 ± 5.2 (r2 = 0.9922)
(Urine-2, Table 1). Different ISs were used to correct the iodide data obtained on an

we sought to fragment most everything else that may be present
with iodide in the second quadrupole such that the only 127 Th
species to enter the third quadrupole should be iodine. However,
even if the latter strategy is successful, it cannot compensate if dif-
fering extents of 127I− are formed in the ionization process and are
selected by the first quadrupole.

Using 2-CBS as an IS has the advantage of more accurately
reflecting the background matrix of the iodide peak as it elutes very
close to iodide. In milk samples, 2-CBS indeed appears to be a good
IS for iodide. It shows recoveries that range from 102.1±14.6% to
104.9±2.3% for the two test milk samples. However, the recovery
of iodide using 2-CBS as an IS in urine samples is very differ-
ent. In urine the iodide spike recovery was found to be between
206.2±6.7% and 217.6±19.1%. Since the IS correction is calculated
as an area ratio of the iodide signal to the IS signal a recovery of 200%
indicates that the 2-CBS signal has been reduced by ∼50% relative
to iodide. It appears that some other species present in the Urine
matrix may be selectively suppressing the ionization and detec-
tion of 2-CBS. Even though 2-CBS elutes near iodide and works
well for milk samples, it is clear that it cannot be applied to all
samples.

The best results were obtained with 129I-iodide as the IS. For
the two initial test samples, the recoveries were 101.4±6.2% and
98.9±6.2%, respectively, for milk and urine (Table 1). These were
by far the best recoveries for iodide in both milk and urine samples
taken together. The isotopic IS has the advantage that it not only co-
elutes with iodide but it behaves identically to the analyte in the
ionization process and has a very similar mass. The disadvantage
to using the 129I isotope is that trace amounts of 127I are present
within the stock solution. This results in a small amount of 127I being
added to the sample. However, since the same amount is added

to all samples and standards, the minute amount is corrected by
running a blank sample in the calibration curve. The cost of 129I is
not insignificant; 10 mL of a 5 mg/L stock solution costs over US$500
whereas 2-CBS can be readily made from 2-chlorobenzenesulfonyl
chloride at a negligible cost.

rection on an IC-MS/MS. Slopes and correlation coefficients resulting from duplicate
roaches.

2-CBS 18O perchlorate

104.9 ± 2.3 (r2 = 0.9986) 56.5 ± 3.5 (r2 = 0.9885)
102.1 ± 14.6 (r2 = 0.9422) 38.0 ± 7.4 (r2 = 0.8984)
206.2 ± 6.7 (r2 = 0.9969) 78.1 ± 2.4 (r2 = 0.9971)
217.6 ± 19.1 (r2 = 0.9773) 161.6 ± 15.3 (r2 = 0.9739)
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ig. 3. Iodide recoveries from (a) milk and (b) urine sample. Different ISs were use
eviation.

.4. Spike recovery for added iodide ICP-MS

Iodide spike recoveries were greater than 100% when no IS was
sed to correct the raw ICP-MS data, as seen in Fig. 3a and b and
able 2. Iodine recovery was acceptable in only one of the urine sam-
les (104.1±0.8%). The other three samples exhibited a recovery
veraging 120%.

While 115In may be a widely used IS for ICP-MS analysis, it
erformed poorly for iodine determination for both milk and
rine, showing the lowest recoveries (61.9±0.9% and 53.0±7.1%,
espectively) of the three evaluated ISs. The lower IP of indium
5.8 eV vs. 10.5 eV for I) allows it to be more easily ionized by the
rgon plasma than iodine which results in underestimation of the
atter.

Germanium has been reported as an appropriate IS for iodide
nalysis [45] and we have ourselves shown its suitability as an IS
or iodine in iodized table salt samples [46]. However, diluted table
alt solutions at a more or less constant concentration represent a
ore or less invariant matrix compared to biological samples such

s milk and urine. With 72Ge is used as an IS for iodine analysis in
ilk it shows recoveries are only slightly high (108±1%). However,

he recoveries were much lower (80.5–88.7%) for urine samples. The
resence of Ge in urine is not the likely reason as Ge urinary con-
entrations in populations not subjected to occupational exposure
o Ge are usually below the typical ICP-MS LOD for Ge (0.25 �g/L)
60]. Compared to In, the first ionization potential of Ge (7.9 eV) is
loser to that of iodine but the m/z value is much less which may
ffect the correction. In any case, 72Ge obviously would not appear
o be a generally applicable choice as an IS for iodine analysis in all

iological matrices.

As with IC-MS/MS, 129I was the best choice as an IS for iodide
nalysis by ICP-MS as well. Iodide spike recoveries were 99.1±2.2%
or milk and 102.6±5.7% for urine. No other IS provided recoveries
n both matrices that were as good.

able 2
odide recoveries in milk and urine samples using different internal standards for signal c
nalysis of matrix spiked at five levels with 127I and quantified using four different IS app

% Recovery, ICP-MS

No IS 129I

ilk #1 118.0 ± 1.9 (r2 = 0.9993) 98.3 ± 1.7 (r2 = 0.999
ilk #2 122.0 ± 1.8 (r2 = 0.9994) 99.9 ± 1.4 (r2 = 0.999
rine #1 119.5 ± 3.8 (r2 = 0.997) 104.6 ± 5.8 (r2 = 0.991
rine #2 104.1 ± 0.8 (r2 = 0.9998) 100.6 ± 0.9 (r2 = 0.999
orrect the iodide data obtained on an ICP-MS. The error bars indicate ±1 standard

3.5. Temporal reproducibility

Measurement reproducibility is an important consideration –
in theory, even if an IS indicates low recovery, it can be suc-
cessfully used if the recovery is consistently reproducible across
samples. With many real samples, especially biological samples,
traces of salt and organic matter can be deposited on various sys-
tem components, especially the sample/skimmer cones between
the atmospheric pressure region and the high vacuum region. In
ICP-MS, material is also deposited in the torch. In IC-MS/MS, the
ion transfer tube and electrospray needles are other susceptible
regions. All can affect the eventual signal.

To an extent, a good IS may be able to correct for such chang-
ing conditions within the MS. If it is unable to do so, a consistent
change in the quantitative results will be seen as the same sam-
ple is run repeatedly. As described in the experimental section, the
IC-MS/MS results for a total of 25 samples, each spiked with the
appropriate IS, were each analyzed twice with one particular addi-
tional milk sample additionally inserted randomly in this sequence
10 times, each time being analyzed twice like all the other sam-
ples. The results for these 10 repeated probe samples (n = 2 ea) are
shown in Fig. 4, as other samples are run. All results are reported
with the first measurement of the test probe (Sample #3) normal-
ized as 100; (based on the average of the measurements based
on the 129I IS, this sample contained 78.4±4.9 �g/L I). Note that
#1–15 are milk samples while #16–34 (with the exception of the
repeated probe milk samples # at 23, 26, 29, 32, (and 35)) are urine
samples.

It will be observed that without any IS, even before the urine

samples are run, the variability within individual measurements
are very high, reaching to >50% in relative standard deviation. After
beginning to run the urine samples, the situation only gets worse:
The results range from ∼45% to ∼127% of the original value. Using
the 35Cl18O4 as IS provided somewhat better reproducibility and

orrection on an ICP-MS. Slopes and correlation coefficients resulting from duplicate
roaches.

72Ge 115In

1) 108.0 ± 1.4 (r2 = 0.9995) 64.7 ± 1.5 (r2 = 0.9985)
4) 108.1 ± 2.0 (r2 = 0.9990) 61.9 ± 0.9 (r2 = 0.9993)
0) 80.5 ± 5.0 (r2 = 0.9886) 53.0 ± 7.1 (r2 = 0.9486)
8) 88.6 ± 0.7 (r2 = 0.9998) 78.6 ± 0.9 (r2 = 0.9996)
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half-life also means that the concentration of a standard solution
does not change appreciably. It is an excellent choice as an IS for
ig. 4. Reproducibility of iodide measurement in a milk sample using different inter-
al standards for signal correction. Data were collected using an IC-MS/MS. The error
ars indicate ±1 standard deviation.

here was no consistent trend with time. However, the results var-
ed from 86% to 126% relative to the initial measurement. Using
-CBS on the other hand, one sees a continuous and consistent

ncrease in the IS-corrected signal with time, indicating that the
etection of the 2-CBS derived ion was being increasingly affected
y the changing conditions of the MS; by the end of the experi-
ent, the same sample was being measured at twice its original

alue.
Using 129I as the IS was much better in comparison to the above –

he average of all 10 runs was 103.8±4.3% of the first run. To be fair,
ven 129I was not a panacea; while significant underestimation was
are, up to 10% overestimation was observed on two occasions. This
hould be regarded as the ultimate performance limits in absolute
ccuracy with these types of samples.

A similar experiment was conducted with 21 milk and urine
amples on an ICP-MS, in between which the same probe milk sam-
le as above was interspersed 10 times. In this case, each sample
as measured three times. The results are shown in Fig. 5. Using no

S here actually provides good reproducibility (99.4±0.7% of first
un) until the urine samples are run (beginning with run 17). From
hat point, the signal consistently increases with time. Exactly the
pposite is observed when the results are corrected with 72Ge as an
S. With only milk samples run, the results showed excellent repro-
ucibility (100.6±0.4%) but soon as urine samples were analyzed,
he recovery started decreasing consistently. This is mirror image
ehavior in comparison with the raw signal (no IS) and suggests that
he 72Ge IS signal probably remains invariant – the observed results
re largely, if not wholly, due to the 127I signal actually increasing
ith time.

Overall this behavior was understandable. Considerable care
as taken to remove fats, proteins, and all material with
W > 10,000 from the from the milk matrix. The resulting sample is

ery clean as compared to the raw milk. On the other hand, the urine
amples were merely diluted 10-fold. The urine matrix consists

rimarily of water, salts, urea/ammonia, and several small organic
olecules. Urine samples contained significantly more dissolved

olids than the processed milk samples. In the case of IC-MS/MS,
he chromatography itself provides for significant sample cleanup
Fig. 5. Reproducibility of iodide measurement in a milk sample using different inter-
nal standards for signal correction. Data were collected using an ICP-MS. The error
bars indicate ±1 standard deviation.

(very little of the original accompanying material elutes in the win-
dow where the column effluent is directed to the MS to monitor
the peak(s) of interest), whereas in the absence of a chromatogra-
phy step preceding it, direct determination by ICP-MS is affected
much more significantly. The use of 115In as IS results in unpre-
dictable behavior. Prior to running urine samples, the signal of the
probe milk sample was more or less reproducible (102.8±3.4%), it
increased abruptly to 123.6% of the first run after the first urine sam-
ple and decreased slowly thereafter as more urine samples were
run.

Again, 129I showed the greatest stability of all ISs used; the per-
formance in this case was nearly flawless. All data ranged between
99.5% and 100% of the first run and the worst relative standard
deviation was 0.4%. The average of all 10 runs was 99.7±0.1% of
the first sample. This suggests that under normal circumstances
iodine measurements will be largely unaffected by the cleanli-
ness of the sample and the mass spectrometer with the use of this
IS.

4. Conclusions

For almost any real sample analysis by mass spectrometry, reli-
able quantitative results cannot be obtained without the use of
an appropriately chosen IS. Some ISs, such as 2-CBS or 72Ge, may
be useful for iodide/iodine analysis for certain types of samples,
but it is clear that neither are appropriate for all types of bio-
logical samples. Other ISs, such as 18O enriched perchlorate and
115In do not appear to be very reliable for iodide/iodine measure-
ments. By far the best IS to use for iodide analysis is the isotope
129I. Although it is radioactive, the 16 million year half-life of 129I
leads to very little cause for concern from its radioactivity. A long
iodide/iodine analysis by MS; its low natural abundance helps the
cause. It is versatile in its ability to provide matrix corrections for
both milk and urine and also in compensating for changing condi-
tions in the mass spectrometer itself.
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a b s t r a c t

In this work, chemiluminescence (CL) behaviors of two selected phenothiazines, namely promazine and
fluphenazine hydrochloride, were investigated for their simultaneous determination using oxidation of
Ru(bipy)3

2+ by Ce4+ ions in acidic media. This method is based on the kinetic distinction of the CL reactions
of fluphenazine and promazine with Ru(bipy)3

2+ and Ce4+ system in a sulfuric acid medium. Least square
support vector regression models were constructed for relating concentrations of both compounds to

2

eywords:
hemiluminescence
romazine
luphenazine
imultaneous determination

their CL profiles. The parameters of the model consisting of � and � were optimized using all possible
combinations of �2 and � to select the model with the minimum root mean square cross validation.
Under optimized conditions, the univariate calibration curve was linear over the concentration ranges
of 0.4–30.0 �g mL−1 and 0.07–5.0 �g mL−1 with detection limits of 0.1 �g mL−1 and 0.04 �g mL−1 for
promazine and fluphenazine, respectively. The influence of potential interfering substances on the deter-

d flu
mpou
upport vector machine mination of promazine an
determination of both co

. Introduction

Phenothiazines, referred to as major tranquilizers, produce a
pecific improvement in the behavior of psychotic patients without
ausing addiction [1,2]. Monitoring of such compounds in human
uid is important for toxicological indicators. However, it is dif-
cult to detect these trialkylamine compounds as they do not
bsorb very well in the UV–vis region since they have low molar
bsorptivities. Phenothiazines have a phenothiazine ring with dif-
erent substituents attached at the 2- and 10-position. Piperazine
nd aliphatic derivatives are two main classes of phenothiazines
hose differ with respect to the substituent on nitrogen atom.
luphenazine, 2-[4-[3-[2-(trifluoromethyl)-10H-phenothiazin-10-
l] propyl]-piperazin-1-yl] ethanol, belongs to the piperazine class
f phenothiazines. Due to its neuroleptic and antidepressive effects,
uphenazine has been widely used in the treatment of psychotic
atients [3].

Promazine hydrochloride (PMH), chemically known as 3-(10H-
henothiazin-10-yl)-N,N-dimethylpropan-1-amine hydrochloride,

s an aliphatic phenothiazine. It is mainly used as an antipsy-

hotic and antiemetic agent and, additionally, as an adjunct agent
n the management of severe pain [4]. Selected phenothiazines
promazine and fluphenazine) are frequently used with psychotic
atients in psychiatric practice. The toxic thresholds of promazine

∗ Corresponding author. Tel.: +98 311 3913268; fax: +98 311 3912350.
E-mail address: Ensafi@cc.iut.ac.ir (A.A. Ensafi).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.04.023
phenazine were studied. The proposed method was used for simultaneous
nds in synthetic mixtures and in spiked human plasma.

© 2009 Elsevier B.V. All rights reserved.

and fluphenazine in plasma were reported to be 1 �g mL−1 and
0.1 �g mL−1, respectively [5].

Several analytical techniques have been applied for the
determination of those drugs including electrophoresis [6,7],
spectrophotometry [8,9], and electrochemistry [10,11]. For the
determination of similar multi-component mixtures (such as phe-
nothiazines), most detection systems are combined with HPLC
[12,13] and GC [14]. These separation techniques usually require
time-consuming sample preparations and, in some cases, derivati-
zation as well.

Chemiluminescence is known as a powerful analytical technique
with high sensitivity, wide linear range and simple instrumen-
tation. However, CL faces the challenge of selectivity in the case
of similar structure compounds. In recent years, a combination
of powerful multivariate calibration methods and some analytical
techniques has been used to allow for simultaneous determina-
tion of multi-component compounds without previous separation.
Support vector machine is an algorithm based on statistical learning
theory introduced by Cortes and Vapnik [15]. Support vector models
(SVMs) were originally developed to solve the classification prob-
lem, but they have been extended to solve regression problems, as
well [16].

In this work, the CL detection system in conjugation with the

least square support vector regression model (LS-SVM) was used
to synchronously determine fluphenazine and promazine. This
method is based on different reduction rates of Ru3+ produced in
the reaction between Ru(bipy)3

2+ and acidic Ce4+ by promazine and
fluphenazine. LS-SVM models were constructed to relate CL profiles
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Table 1
Analytical parameters of the previous CL methods for the determination of promazine and fluphenazine (�g mL−1).

Species CL reaction Linear ranges Detection limits References

Fluphenazine Ce4+ reaction sensitized by Rhodamine B 0.5–90 0.01 [17]
Fluphenazine Luminol–KMnO4 reaction 0.0020–5.0 0.002 [18]
Promazine Electrogenerated tris(2,2-bipyridyl)Ru3+ 1.6–320 0.17 [19]
Promazine Electrogenerated tris(2,2-bipyridyl)Ru3+ 0.32–128 0.16 [20]
Promazine Luminol-ferricyanide 0.145–2.00 0.080 [4]
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2+-Ce4+

luphenazine* Ru(bipy)3
2+-Ce4+

* Simultaneous determination of promazine and fluphenazine.

f promazine and fluphenazine to their concentrations. The model
redicts promazine and fluphenazine concentrations in synthetic
ixtures and spiked plasma. Table 1 summarizes the analytical

arameters in the previously reported CL methods and in our pro-
osed method for the determination of the two drugs under study.

. Theory

.1. Theory of least square support vector regression

Least square support vector machines (LS-SVMs) are an alternate
ormulation of SVM described by Suykens et al. [21]. The LS-SVM
an resolve linear and non-linear multivariate calibration problems
n a relatively fast manner. A detailed description of the application
f LS-SVM to quantification is reported in [22,23]. Here, we will only
riefly describe the theory of LS-SVM. Linear least square models fit
linear relation between the spectrum xi and the reference value

i, where yi and xi denote the i-th column of Y and X, respectively;
nd X represents a [n×p] matrix containing p spectral responses of
samples. Y is computed from Eq. (1):

Y = ωX + b0) (1)

The best relation is attained when the cost function (Q) contain-
ng a penalized regression (ei) error term is minimized:

= 1
2

ωT ω + 1
2

�

N∑
i=1

e2
i (2)

ubject to:

i = ωT �(xi)+ b0 + ei i = 1, . . . , n (3)

here ϕ denotes the feature map, ω is a weight decay which is
sed to regularize weight sizes and penalize large weights and b0

s the model offset. The second part of the cost function is used to
inimize the error of training data. SVMs regression is based on

ernel substitution where X is replaced by a [n×n] kernel matrix
K). K is defined as:

=

⎛
⎝ k1,1 · · · k1,n

...
. . .

...
kn,1 · · · kn,n

⎞
⎠ (4)

here kij is defined by the kernel function:

i,j = 〈�(xi).�(xj)〉 (5)

Kernel functions are defined as any function in the input space
orresponding to an inner product in some feature space. There are
number of kernels that can be used in support of vector machines.
hese include linear, polynomial, radial basis function (RBF) and

igmoid. The RBF, exp (−||xi − xj||2/2�2), is by far the most popular
hoice of kernel types because of their localized and finite responses
cross the entire range of the real x-axis. In order to achieve a good
eneralization model, it is important to do careful tuning of the RBF
ernel constant, �, and regularization constant, � , for training data.
0.4–30.0 0.1 Proposed method
0.07–5.0 0.04 Proposed method

3. Experimental

3.1. Instrumentation and software

CL analysis was applied using a 0.50 cm light path length quartz
cell. The chemiluminescence signal was measured by a Hamma-
matso PMT (mode R212)

using a low pass filter whose output was connected to a data
processing system.

Spectrometric measurements were performed using a UV–vis
spectrophotometer, JASCO V-570 (PMT). The free LS-SVM toolbox
(LS-SVM v1.5, Suykens, Leuven, Belgium) was used with MATLAB
to derive all the LS-SVM models.

3.2. Reagents

All the solutions were prepared using reagent grade chemicals
and doubly distilled water.

Promazine and fluphenazine standard solutions (0.30 mg mL−1)
were daily prepared by dissolving 30.0 mg of each compound
(Sigma–Aldrich, Germany) in 100 mL of water, stored in a refrig-
erator and protected from light. The working solutions were
prepared by appropriately diluting the stock solution.Ru(bipy)3

2+

stock solution (1.0×10−2 mol L−1) was prepared by dissolving
0.3740 g of tris(2,2′-bipyridyl) dichlororuthenium(II) hexahydrate
(Sigma–Aldrich) in 50 mL of water.

Ce4+ solution (1.0×10−2 mol L−1) was prepared by dissolving
0.548 g of ceric ammonium nitrate (Riedel-de Haën, Germany) in
proper volumes of 1.0 mol L−1 of H2SO4 and diluting to the mark
with distilled water in 100 mL volumetric flasks.

3.3. General procedure

Based on our experiments, the relationship between CL intensity
and the promazine and fluphenazine concentrations was linear in
the range of 0.4–30.0 �g mL−1 and 0.07–5.0 �g mL−1 for promazine
and fluphenazine, respectively. In this range, a 5-level full factorial
experimental design was used for preparing standard solutions to
maximize the statistical information content in the chemilumines-
cence profile. Aliquot (200 �L) of 3.0×10−3 mol L−1 of Ru(bipy)3

2+

was mixed with different mixtures of promazine and fluphenazine.
Then, 5.5×10−3 mol L−1of Ce4+ in 0.090 mol L−1 H2SO4 were trans-
ferred in a microsyringe into the 0.50 cm path light length quartz
cell and the chemiluminescence intensity was measured against
time.

3.4. Procedure for spiked serum

Plasma samples were deproteinated using acetonitrile, no

extraction procedure was necessary [24]. An aliquot of standard
solution of promazine and fluphenazine was added to 1.0 mL of
plasma. The mixture of the standard solutions of promazine and
fluphenazine plus plasma was centrifuged for 2 min. Then, 2.0 mL
of acetonitrile was added to plasma and centrifuged for 10 min at



536 A.A. Ensafi et al. / Talanta 79 (2009) 534–538

F
b
5

3
a
r
fl
c
d
m
s
s
n
m

4

p
p
p
e
a
3
fl
w
o
a
c

t
C
d
s
m
r
r
p
s
T
F
h
o
n
a
T
C
r

ig. 1. Typical CL signals of 1.0 �g mL−1 of promazine and fluphenazine in
atch system using 0.090 mol L−1 H2SO4, 3.0×10−3 mol L−1 Ru(bipy)3

2+ and
.5×10−3 mol L−1 Ce4+.

000 rpm. The supernatant was transferred to a small conical flask
nd evaporated to dryness under the stream of nitrogen. The dry
esidue was diluted appropriately so that the concentrations of
uphenazine and promazine were in the dynamic range of their
alibration curves. A blank solution was prepared by treating the
rug-free plasma in the same way. The absolute recovery was deter-
ined by comparing the representative CL profile of the plasma

ample and the standard drug at identical concentrations. The final
olutions were divided into two parts: one for HPLC-UV determi-
ation as an official method and the other for the proposed CL
ethod.

. Results and discussion

In order to investigate the CL behaviors of aliphatic and
iperazine classes of phenothiazines, four phenothiazine com-
ounds including promazine, chlorpromazine, fluphenazine and
erphenazine were selected as models. We found that light
mission-time profile for promazine and chlorpromazine (the
liphatic class) were narrow with a high CL intensity at about
s after mixing of the reactants, whereas the CL intensity of
uphenazine and perphenazine (the piperazine class) were broad
ith the highest intensity at 13 s after mixing of the reactants. This

bservation indicates that the kinetic characteristics of the piper-
zine class are significantly different from those of the aliphatic
lass of phenothiazines.

This investigation was focused on obtaining the CL signal with
he highest sensitivity, in the first stage and the most resolved
L profiles for promazine and fluphenazine, in the second. Tra-
itionally, batch and continuous flow methods are two basic
ample-injection modes commonly used for CL analysis. The batch
ode has such advantages as high sensitivity and minimized

eagent consumption while it also yields a highly efficient time-
esolved CL [25,26]. However, the CL intensity may be subject to
oor precision due to variation in mixing. We chose the batch
ystem to achieve the best condition for resolving the mixture.
ypical CL profiles of promazine and fluphenazine are shown in
ig. 1. As can be seen, fluphenazine gives a broad peak with the
ighest CL intensity at 13.5 s whereas the maximum CL intensity
f promazine appears at approximately about 3.2 s. Chemilumi-

2+
escence based on the oxidation of Ru(bipy)3 has proven to be
sensitive detection system for ternary and secondary amines.

he mechanism involves oxidation of Ru(bipy)3
2+ and amines by

e4+. The oxidation of amines produces radicals. These radicals
educe Ru(bipy)3

3+ to the excited state which subsequently emits
Fig. 2. Influence of H2SO4 concentration on the sensitivity. Conditions:
1.0 �g mL−1 promazine and fluphenazine with 3.0×10−3 mol L−1 Ru(bipy)3

2+

and 5.5×10−3 mol L−1 Ce4+.

light [27] as follows:

Ru(bipy)3
2+ +Ce4+→ Ce3+ +Ru(bipy)3

3+

Ru(bipy)3
3+ + analyte → [Ru(bipy)3

2+] ∗ + (analyte)OX

[Ru(bipy)3
2+]∗ → Ru(bipy)3

2+ +h�

The light intensity is proportional to the analyte concentration.

4.1. Effect of experimental variables

In this work, the chemical and instrumental factors needed to be
optimized were Ce4+, Ru(bipy)3

2+ and sulfuric acid concentrations.
Optimization was conducted based on the method of Murillo Pul-
garin et al. [28]. According to this method, CL responses of both
compounds are initially plotted against each factor at different
levels. Then, based on the CL profiles of both compounds, a com-
promised condition is selected.

The influence of H2SO4 concentration for promazine and
fluphenazine determination was evaluated using different sulfu-
ric acid concentrations over the range of 0.06–0.12 mol L−1 (Fig. 2).
The results show that at a constant concentration of Ce4+, the CL
peak of fluphenazine came to be narrow with increasing H2SO4
concentration. This led to the overlapping of the CL profiles of both
compounds. In this regard, a H2SO4 concentration of 0.090 mol L−1

was selected for the compromised condition of resolution and sen-
sitivity.

The influence of Ce4+concentration over the range of
3.0×10−3–6.0×10−3 mol L−1was investigated for both drugs
(Fig. 3). The results show that the CL intensities of promazine and
fluphenazine increased when Ce4+concentration was rising. The
highest intensity was achieved at 5.5×10−3 mol L−1; therefore,
this concentration of Ce4+ was selected for further experiments.

The variation of the CL intensity with Ru(bipy)3
2+ concentration

in the range of 1.0×10−3–4.0×10−3 mol L−1was investigated for
CL intensity of promazine and fluphenazine. The results showed
that the CL signal for promazine and fluphenazine increased with
increasing Ru(bipy)3

2+ concentration up to 3.0×10−3 mol L−1and
slightly decreased afterwards. So, we selected 3.0×10−3 mol L−1of
Ru(bipy)3

2+ concentration for further experiments.
4.2. Univariate calibration graph

Under the optimized conditions, the CL signal was found to
be linear in the concentration ranges of 0.07–5.0 �g mL−1 for
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Table 2
Composition of synthetic mixtures and predicted values for promazine and/or
fluphenazine (�g mL−1).

Synthetic mixture Predicted concentration

Promazine Fluphenazine Promazine Fluphenazine

7.0 0.08 6.6 0.08
9.0 1.50 9.2 1.46
1.50 3.00 1.52 2.90
0.40 4.00 0.35 3.85

15.0 2.50 14.4 2.63
20.0 0.15 19.0 0.14

RMSEP 0.52 0.092
RSEP (%) 4.6 3.90

Table 3
Effect of foreign substances on the determination of 2.0 �g mL−1 promazine and/or
fluphenazine under the optimized conditions.

Substance Concentration ratio of the
substance to promazine (mol/mol)

Sucrose, Glucose, Fructose, Starch, Serine,
Valine, Threonine, Cl− , Urea, K+, Na+, NO3

−
1000*

Lactose, Leucine 500
Alanine, Glycine, Proline, HCO3

− , CO3
2− ,

PO4
3− , Cu2+, Cd2+, Ca2+, Uric acid, Aspartic

acid,
Tyrosine, Fe2+, Mg2+, Citrate, Stearic acid 100
Paracetamol 50

T
C

S

P

2

ig. 3. Influence of Ce4+concentration on the sensitivity. Conditions: 1.0 �g mL−1

romazine and fluphenazine with 3.0×10−3 mol L−1 Ru(bipy)3
2+ and 0.090 mol L−1

2SO4.

uphenazine and 0.4–30.0 �g mL−1 for promazine with the lin-
ar equations of ICL = 0.042CFluphenazine + 0.053, (r2 = 0.9900) and

CL = 0.013CPromazine + 0.037, (r2 = 0.9950), where ICL is CL intensity
nd C is the concentration of the drugs in �g mL−1.

The relative standard deviations for ten replicates determina-
ions were calculated as 4.3% and 3.2% for 1.0 �g mL−1 promazine
nd fluphenazine concentrations, respectively.

.3. Multivariate calibration graph

Optimizing parameters � and ı2 is the first step in obtaining the
ptimal LS-SVM models. The LS-SVM was performed with radial
asis function (RBF) as a kernel function. A training set of 25 sam-
les was taken. Then, the root mean square error of cross validation
RMSECV) was calculated for each combination of � and ı2. Finally,
he gamma and sigma values were selected that yielded a mini-

um in RMSECV. These parameters were optimized generating a
odel in the range of 1–1000. The optimum pairs of (ı2, �) obtained

or promazine and fluphenazine were (95, 290) and (129, 120),
espectively. The prediction ability of the constructed models was
valuated using the validation set (the synthetic mixture) and the
elative standard errors of the predictions (RSEP) were calculated
s follows: √√√√√√

n∑
i=1

(Yi − Ŷi)
2

SEP(%) = 100× ∑
(Ŷi)

2

where, Yi is the predicted concentration, Ŷi is the observed value
f concentration and n is the number of samples in the validation

able 4
omparison of the results of CL and UV for determination of promazine and fluphenazine

yntethic mixture CL methoda Reference meth

MH Fluphenazine PMH Fluphenazine PMH

0.70 0.075 0.76±0.06 0.081±0.030 0.72±0.02
1.40 0.32 1.37±0.08 0.34±0.06 1.38±0.03
7.00 1.70 6.73±0.11 1.63±0.10 6.86±0.06

11.00 3.00 11.20±0.05 2.76±0.09 11.00±0.08
16.00 4.00 15.57±0.09 3.90±0.11 15.70±0.08
7.00 5.00 26.80±0.12 5.10±0.10 26.90±0.08

a (Mean value (�g mL−1)± S.D.(n = 3)).
b F-test calculated, theoretical value = 39.0 (P = 0.05).
c Student t-test calculated, theoretical value = 4.3 (P = 0.05).
Dopamine, Ciprofloxacin 10
Tryptophane, Cysteine, Ascorbic acid 1

* Maximum concentration of the substances was tested.

set. Table 2 shows the RMSEP and RSEP for each phenothiazine
drugs in the synthetic mixture.

Detection limit was defined as 3�0 [29], where �0 is the
standard deviation in the predicted concentration of promazine
and fluphenazine in a blank sample. The values for the detec-
tion limit were 0.1 �g mL−1 and 0.04 �g mL−1 for promazine and
fluphenazine determination by LS-SVM, respectively.

5. Interfering study

In order to the selectivity of the proposed method, interfer-
ence effects of some organic and inorganic compounds commonly
present in human serum and also some redox active compounds
were studied by recovering 2.0 �g mL−1 of promazine and/or
fluphenazine in the presence of potential interfering substances.
The tolerance of each substance was taken as the largest amount

yielding an error of less than 3� in the analytical signal of
2.0 �g mL−1 promazine (� is the standard deviation in 10 times
determination of 2.0 �g mL−1 of promazine). The results are given
in Table 3 confirmed that many common substances did not affect
their determination.

in spiked human plasma.

oda [12] Fexp
b texp

c

Fluphenazine PMH Fluphenazine PMH Fluphenazine

0.077±0.010 9.0 9.0 1.84 0.18
0.29±0.04 7.1 2.25 0.20 0.73
1.60±0.06 3.36 2.77 1.77 0.45
2.90±0.03 2.56 9.0 3.32 2.45
4.10±0.06 1.12 3.36 1.77 2.72
4.80±0.09 2.25 1.23 1.22 3.87
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. Application

In order to evaluate the applicability of the proposed method,
piked human serum was analyzed for the simultaneous deter-
ination of promazine and fluphenazine. At these concentrations

f spiked drugs, the possibility for the dilution of the supernatant
ecreases because increasing dilution leading to ultimate concen-
rations would not fit in the dynamic range of the calibration graphs.
he results are given in Table 4. The results were also confirmed
y HPLC method [12] (with UV detection at 254 nm). These results
how that the performance of the models was slightly unsatisfac-
ory at lower concentrations of the calibration curve. Statistical
nalysis of the results using student t-test and the variance ratio
-test were used to compare the two methods for their accuracy
nd precision, which revealed the potential applicability of the pro-
osed method.

. Conclusion

A new CL method was introduced for simultaneous determina-
ion of promazine and fluphenazine. Chemiluminescence method
ombined with LS-SVM as a multivariate calibration method was
ound suitable for simultaneous determination of these two phe-
othiazines compounds. The advantages of the proposed method
re sensitivity, speed and simplicity of instrument. The system
hows good reproducibility and accuracy for determination of these
rugs in spiked plasma.
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a b s t r a c t

A biosensor based on the ionic liquid, 1-n-butyl-3-methylimidazolium hexafluorophosphate containing
dispersed iridium nanoparticles (Ir-BMI.PF6) and polyphenol oxidase was constructed. This enzyme was
obtained from the sugar apple (Annona squamosa), immobilized in chitosan ionically crosslinked with
oxalate. The biosensor was used for determination of chlorogenic acid by square wave voltammetry. The
eywords:
iosensor

onic liquid
ridium nanoparticle

polyphenol oxidase catalyzes the oxidation of chlorogenic acid to the corresponding o-quinone, which
is electrochemically reduced back to this substance at +0.25 V vs. Ag/AgCl. Under optimized operational
conditions the chlorogenic acid concentration was linear in the range of 3.48×10−6 to 4.95×10−5 mol L−1

with a detection limit of 9.15×10−7 mol L−1. The biosensor was applied in the determination of chloro-
genic acid in organic and decaffeinated coffee and the results compared with those obtained using the

meth
hlorogenic acid
offee

capillary electrophoresis
of 93.2–105.7%.

. Introduction

Ionic liquids (ILs) derived mainly from the association of
he 1,3-dialkylimdiazolium cation with various non-coordinating
nions are compounds with various interesting physico-chemical
roperties. Most of these fluids are non-volatile, do not have
easurable vapor pressure, possess good electrochemical and

hermal stability, high density, excellent ionic conductivity, and
ood solubility of inorganic and organic substances, and they are
on-flammable [1–3]. In particular the hydrophobic 1-n-butyl-3-
ethylimidazolium hexafluorophosphate (BMI.PF6) is one of the
ost popular and most used ILs [4]. The imidazolium-based ILs are

sed in several areas, such as electrolytes for battery, solvents for
rganic synthesis and catalysis, electrolytes for conducting polymer
ctuator systems and supports for the immobilization of enzymes
1–5].

Catalysis can be considered as one of the most popular appli-
ations of transition metals, especially noble metals, because of
heir high catalytic activity in many chemical reactions. The incor-

oration of metal (e.g., gold, iridium, platinum, palladium and
ilver) nanoparticles into carbon, and even in metal electrodes, has
eceived considerable interest. The catalytic effect of these nanopar-
icles has been shown to increase the sensitivity of the electrode

∗ Corresponding author. Tel.: +55 48 3721 6844; fax: +55 48 3721 6850.
E-mail address: iolanda@qmc.ufsc.br (I.C. Vieira).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.039
od. The recovery study for chlorogenic acid in these samples gave values

© 2009 Elsevier B.V. All rights reserved.

because electron transfer is better promoted [6–17]. The relation
between transition metal nanoparticles and ILs offers considerable
potential and has been used in the construction of sensors [8–13].
The high performance of biosensors based on metal nanoparticles
has been reported in the literature [8–17], verifying the advantages
of effective mass transport, stability, high effective surface area and
control over the electrode microenviroment.

Enzymes are generally active in ILs [2]. The existence of
hydrogen-bonded nanostructures with polar and non-polar regions
in ILs may be responsible for the stabilization of the supported
enzyme, which can sustain their functionality under strongly dena-
turing conditions. The application of ILs in the determination of
the direct electrochemistry of enzymes has been investigated since
they are considered appropriate media for supporting biocatalytic
processes with high polarity, selectivity, fast rate and enzyme sta-
bility [1–3].

Immobilized enzymes are used mainly in biosensors for ana-
lytical applications because, compared with free enzymes, they
generally have lower activity and a better Michaelis constant [18].
Immobilization of an enzyme under conditions close to those of
its natural environment usually results in a more stable and effi-
cient enzyme, due to interactions with the support. Chitosan has

been widely used for the immobilization of enzymes and other
biomolecules owing to its biocompatibility with this biomaterial
[18,19]. As with other polymer gels, such as gelatin, xanthan and
agarose, it is used as a matrix to immobilize enzymes for its appli-
cation in biosensor development [19]. Chitosan is a polysaccharide
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omposed mainly of 1,4-linked 2-amino-2-deoxy-b-d-glucan and it
as been widely crosslinked with many covalent or ionic crosslink-

ng agents and modified physically to change its properties [18–22].
t is a polycationic polymer and, consequently, reactions with neg-
tively charged components, either molecules or ions, can lead to
he formation of a network through ionic bridges between the poly-

eric chains. Ionic interactions between the negative charges of the
rosslinker and positively charged groups of chitosan are the main
nteractions inside the network [19,23].

Polyphenol oxidase is a copper-containing enzyme, extensively
istributed in nature. This enzyme is responsible for the catalytic
xidation of o-diphenols to their corresponding o-quinones. These
-quinones take part in a series of chemical reactions and react
on-enzymatically with a diversity of substances in the presence
f oxygen to form pigments. Therefore, they are responsible for the
uality deterioration of many fruits and vegetables during post-
arvest processing. Moderately unstable, this enzyme is susceptible
o inactivation at elevated temperatures and under extreme pH
onditions [24,25].

Phenolic compounds are extensive secondary plant metabo-
ites, derived from benzoic and cinnamic acids and they are known
o play an important role in plant resistance and growth regula-
ion. Moreover, they have been shown to have potential beneficial
ffects on human health and are considered to be an important
ontributor to diverse biological activities acting as anti-oxidant,
nti-carcinogenic, and anti-inflammatory agents. Chlorogenic acid
s a phenolic compound present in plants such as artichoke leaves,
urdock root, dandelion root, echinacea root and in the popular
offee bean, the major source of this acid in the human diet [26–28].

Studies have revealed the particular effects of habitual cof-
ee drinking on various aspects of health such as neurological
onditions, metabolic disorders, psychoactive responses and liver
unction. Roasting degrades approximately 32–52% of the chloro-
enic acid in coffee beans and it is easily hydrolyzed into caffeic
cid and quinic acid, compounds responsible for the astringent
nd bitter flavors of the coffee aroma. Therefore, the determina-
ion of chlorogenic acid in coffee is an important aspect of the
uality control of the final product, since its aroma characteristics
etermine the commercial value [27,28]. In view of this, it is very

mportant to develop analytical methods of reduced cost but with
ood sensitivity and selectivity, as well as short response times. Sev-
ral analytical methods have been used to determine chlorogenic
cid (Table 1) including chemiluminescence, high performance
iquid chromatography, capillary electrophoresis and electroana-
ytical methods [29–37].

In this study, we propose a novel biosensor for determination
f chlorogenic acid in organic and decaffeinated coffee. Polyphenol
xidase from the sugar (or custard) apple (Annona squamosa) was

mmobilized in chitosan ionically crosslinked with oxalate. These
iomaterials, along with the IL 1-n-butyl-3-methylimidazolium
exafluorophosphate containing dispersed iridium nanoparticles
Ir-BMI.PF6), were used to build the biosensor. Furthermore, a novel
iosensor for the determination of chlorogenic acid with simplicity,

able 1
nalytical methods for determination of chlorogenic acid.

ethods Accuracy Linear range

PLC 90% 0.8–3 mg L−1

PLC 85.56–94.92% 0.16–2.5 �g mL−1 and 2.5–4
ZE 95% 1–20 �g mL−1

PLC 96% 0.2–4 �g mL−1

hemiluminescence 94.0–105.2% 5.0×10−8 to 5.0×10−5 g m
iosensor 93.2–106.1% 5.0×10−6 to 1.45×10−4 m
iosensor 96.5–102.6% and 91.3–115.5% 4.89×10−6 to 3.20×10−4 m

to 4.85×10−5 mol L−1

iosensor 92–119% 1.0×10−6 to 5.0×10−5 mo
iosensor 93.2–105.7% 3.48×10−6 to 4.95×10−5 m
a 79 (2009) 222–228 223

high sensitivity, fast response and good stability characteristics was
developed.

2. Experimental

2.1. Reagents and solutions

All reagents were of analytical grade and all solutions were
prepared with water from a Millipore (Bedford, MA, USA) Milli-Q
system (Model UV Plus Ultra-Low Organic Water). Chlorogenic acid,
catechol, caffeine, caffeic acid, citric acid, fructose, glucose, glutamic
acid, sucrose and tartaric acid were purchased from Aldrich. Chi-
tosan (deacetylation degree of 85%), sodium oxalate and Tween 80
were obtained from Sigma. Graphite powder (Acherson #38) and
Nujol were obtained from Fisher Scientific and Aldrich, respectively.
The sugar (or custard) apples (A. squamosa) were purchased from a
local market in Florianópolis (Santa Catarina, Brazil).

2.2. Synthesis of ionic liquids BMI.PF6 and Ir-BMI.PF6

The ionic liquid 1-n-butyl-3-methylimidazolium hexafluo-
rophosphate (BMI.PF6) was prepared according to a known
procedure and dried under reduced pressure (1.0×10−3 bar) at
65 ◦C for 24 h. The purity (>99.4%) of this ionic liquid can be deter-
mined through its 1H NMR spectrum using the intensity of the
13C satellites of the imidazolium M-methyl group as an internal
standard. NMR analysis was performed on a Varian Inova 300 spec-
trometer. Infrared spectra were obtained using a Bomem B-102
spectrometer [38].

The ionic liquid BMI.PF6 containing dispersed iridium nanopar-
ticles (Ir-BMI.PF6) was prepared in a Fischer–Porter bottle
containing an orange solution of the organometallic precursor
iridium. Bis(1,5-cyclooctadiene) tetrafluoroborate {[Ir(cod)2]BF4}
(5 mg, 0.01 mmol) was added to 1 mL of the BMI.PF6 ionic liquid
and the mixture was stirred at room temperature for 15 min. The
system was then maintained for 2 h at 75 ◦C and 4 bar of H2 pres-
sure. After stirring for 2 h a black ‘solution’ was obtained containing
the Ir-BMI.PF6 (0.36% of Ir) [39] and a sample was analyzed by
transmission electron microscopy (TEM).

2.3. Ionic liquid Ir-BMI.PF6 characterization instrumentation

The morphology and the size distribution of the Ir-BMI.PF6 were
obtained through TEM analysis. The morphology and the elec-
tron diffraction (ED) of the obtained particles were investigated
using a JEOL JEM – 2010 equipped with an energy dispersive X-
ray spectroscopy (EDS) system and JEOL JEM – 1200 EXII electron
microscope operating at accelerating voltages of 200 and 120 kV,

respectively.

The sample for TEM analysis was prepared by dispersion of
the iridium nanoparticles in the ionic liquid (Ir-BMI.PF6) in ace-
tone at room temperature. The suspension was collected on a
carbon-coated copper grid. The histogram of the nanoparticle size

Detection limit Reference

0.2 mg L−1 [31]
0.0 �g mL−1 0.04 �g mL−1 [32]

0.25 mg L−1 [33]
0.02 mg L−1

L−1 5.7×10−9 g mL−1 [34]
ol L−1 8.0×10−7 mol L−1 [35]

ol L−1 and 4.89×10−6 8.02×10−7 and 8.52×10−7 mol L−1 [36]

l L−1 7.0×10−7 mol L−1 [37]
ol L−1 9.15×10−7 mol L−1 This work
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istribution was obtained from measurement of around 300 par-
icles, and was reproduced in different regions of the Cu grid,
ssuming spherical shape, found in an arbitrary chosen area of
nlarged micrographs.

.4. Instrumentation and electrodes

Electrochemical measurements were performed at room tem-
erature using an Autolab PGSTAT12 potentiostat/galvanostat (Eco
hemie, The Netherlands) operating with data processing software
GPES, software version 4.9.006, Eco Chemie). The three-electrode
ystem was composed of the biosensor as the working electrode,
n Ag/AgCl electrode (3.0 mol L−1 KCl) as the reference and a plat-
num wire as the auxiliary electrode. A Hitachi centrifuge, model
imac CR 20B2, was used in the preparation of the sugar apple
omogenate. A B572 (Micronal) spectrophotometer was used with
n optical path of 1.0 cm (quartz cell) for the determination of
olyphenol oxidase activity. A scanning electron microscope (SEM
Philips, model XL30 microscope) at an accelerating voltage of

5 kV was used in the analyzed of the carbon pastes modified with
he Ir-BMI.PF6 and PPO used for the construction of the biosen-
or. Electropherograms were obtained with an Agilent Technologies
utomated HP3DCE capillary electrophoresis apparatus (Palo Alto,
A, USA), equipped with a diode array detector.

.5. Obtainment of the polyphenol oxidase and determination of
he activity

The polyphenol oxidase (PPO) enzyme was obtained from the
ugar apple (A. squamosa) tissue. Twenty-five grams of this plant
aterial were homogenized in a mixer with 100 mL of phosphate

uffer solution (0.1 mol L−1; pH 7.0) for 1 min. The homogenate
as rapidly filtered and centrifuged at 18,000 rpm for 2 min at
◦C. The resulting supernatant was stored at 4 ◦C in a refrigerator
nd utilized as a source of polyphenol oxidase after determina-
ion of the activity. One unit of activity was defined as an increase

n the amount of enzyme that causes a change in absorbance
f 0.001 min−1 at 420 nm for o-quinone produced by the reac-
ion between 2.8 mL of catechol solution (5.0×10−2 mol L−1) in
.1 mol L−1 phosphate buffer (pH 7.0) and 0.2 mL of the enzymatic
xtract.

Fig. 1. (A) TEM micrograph of iridium nanoparticles in BMI.
a 79 (2009) 222–228

2.6. Chitosan crosslinking, polyphenol oxidase immobilization
and biosensor construction

The chitosan used as the support for immobilization of polyphe-
nol oxidase was prepared according to the following procedure:
chitosan (1.0%, m/v) was dissolved in an aqueous solution of acetic
acid (3.0%, v/v) containing three drops of the surfactant Tween 80
(2.0%, v/v) at room temperature. Ionic crosslinked chitosan was
formed spontaneously on adding 50.0 mL of sodium oxalate (5.0%,
w/v) to the chitosan solution under stirring. The solid was separated
by centrifugation (10 min; 3000 rpm), filtered, and washed twice
with water and phosphate buffer solution (pH 6.0) to remove the
excess of reagents. The crosslinked chitosan powder was collected,
dried and stored in a desiccator at room temperature until use.

Aliquots of the homogenate containing 300–1500 unit of
PPO mL−1 were added to 30.0 mg of the ionic crosslinked chitosan
powder. These mixtures were dried at room temperature and inves-
tigated together, in different Ir-BMI.PF6:Nujol proportions (0:100;
25:75; 50:50; 75:25; 100:0% (w/w)), for the building of the biosen-
sors.

The construction procedure for the biosensor involved hand-
mixing 70.0 mg of graphite powder and 30.0 mg of support
containing 1200 unit mL−1 of PPO for 20 min in a mortar. The Ir-
BMI.PF6 (60.0 mg) was then added to this mixture which was mixed
for at least 20 min to guarantee uniform dispersion and produce the
final paste. This uniform paste was tightly packed into the cavity of a
syringe (1.0 mm internal diameter) and a copper wire was inserted
to establish the external electrical contact. The carbon paste elec-
trode without PPO was prepared following the same steps.

2.7. Electrochemical measurement and coffee sample preparation

Square wave and cyclic voltammetry measurements were car-
ried out in 0.1 mol L−1 phosphate buffer (pH 6.0) and the required
volume of chlorogenic acid or sample solutions with the following
parameters: potential range between +0.40 and +0.10 V; frequency
of 30.0 Hz; scan increment of 3.0 mV; pulse amplitude of 100.0 mV.

All measurements were reported vs. Ag/AgCl (3.0 mol L−1 KCl) after
a suitable initial stirring time of 60 s in order to homogenize the
solution.

Two samples of organic coffee (A and B) and two of decaffeinated
coffee (C and D) were acquired from a local supermarket in Flori-

PF6 and (B) histogram of the particle size distribution.



Talant

a
s
p
m
s
b

3

3

e

F

S.C. Fernandes et al. /

nópolis (Santa Catarina, Brazil). For the determinations, 1.5 g of
oluble coffee (A and C) and 3.0 g instant coffee (B and D) were pre-
ared in triplicate in 50 mL of hot water. For the electrochemical
easurements using the proposed biosensor, 30 �l of these coffee

amples were transferred to the cell containing 10 mL of phosphate
uffer solution (0.1 mol L−1; pH 6.0).

. Results and discussion
.1. Morphology and size of the iridium nanoparticles

Fig. 1A shows the morphology, investigated by transmission
lectron microscopy, of the iridium nanoparticles dispersed in the

ig. 2. Schematic representation of (A) immobilization of PPO on chitosan crosslinked wit
a 79 (2009) 222–228 225

ionic liquid BMI.PF6 and Fig. 1B gives the histogram of the particle
size distribution. As can be seen, the mean diameter of the iridium
particles was around 2.5 nm. The nanoparticle patterns are sim-
ilar to those obtained by Fonseca [39] from the H2 reduction of
[Ir(cod)Cl]2 in BMI.PF6. Subsequently, this Ir-BMI.PF6 was used as a
binder in the construction of the biosensor containing polyphenol
oxidase immobilized in chitosan ionically crosslinked with oxalate.
3.2. Immobilization of polyphenol oxidase and enzymatic reaction

Chitosan, a natural biopolysaccharide, has attracted significant
interest due to its well-documented properties, such as biocom-
patibility, low toxicity and biodegradability. It is widely used in the

h oxalate and (B) reaction involving chlorogenic acid on the surface of the biosensor.
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harmaceutical, food and biotechnological industries. Crosslinked
hitosan is commonly used in controlled drug delivery [21,22,40].
xalate is an anion which interacts with chitosan via electrostatic

orces to form ionic crosslinking. The positively charged amino
roups of chitosan can react with the negatively charged oxalate
ia electrostatic attraction to form ionically crosslinked networks.
ig. 2A shows a schematic representation of the immobilization of
he PPO from the sugar apple plant material in ionically crosslinked
hitosan which leads to the proposed biosensor having a high sta-
ility and long lifetime.

Polyphenol oxidase catalyzes the oxidation of a variety of phe-
olic compounds, with the simultaneous reduction of the oxygen
f the water molecule. Chlorogenic acid is oxidized in the presence
f this enzyme to its respective o-quinone, which is electrochemi-
ally reduced back to chlorogenic acid on the biosensor surface at
potential of +0.25 V, as shown in Fig. 2B.

.3. Morphology of the plain CPE and biosensor

The morphological characteristics of the sensors were studied
sing scanning electron microscopy. Fig. 3A and B shows the plain
arbon paste electrode (CPE) and the biosensor, respectively. Con-
iderable differences in the surface of the Ir-BMI.PF6-PPO and the
lain carbon paste can be observed. The CPE is characterized by a
urface formed of isolated and irregular carbon flakes of graphite

nd each layer could be clearly distinguished. On the other hand, the
urface of the carbon paste modified with Ir-BMI.PF6 and the immo-
ilized PPO enzyme appeared to be smoother and more uniform,
nd no separated carbon layers could be observed due to the high
iscosity of the ionic liquid, which was packed homogeneously into

ig. 3. Scanning electron micrograph of (A) plain CPE and (B) biosensor containing
onic liquid Ir-BMI.PF6 and immobilized PPO.
a 79 (2009) 222–228

the empty spaces between the graphite powder particles. Because
of the higher ionic conductivity, the IL is not limited to serving as a
binder for graphite, but may also work as a charge-transfer bridge
facilitating the electron transfer [41].

3.4. Ir-BMI.PF6–PPO contribution

To evaluate the contribution of the ionic liquid BMI.PF6 con-
taining iridium nanoparticles and PPO different sensors were
constructed and compared. The electrochemical behavior of chloro-
genic acid using these sensors was investigated by square wave
voltammetry in the potential range of +0.5 to 0.0 V vs. Ag/AgCl.
Fig. 4 shows the voltammograms obtained using the (a) plain
CPE, (b) BMI.PF6–CPE, (c) Ir-BMI.PF6–CPE and (d) Ir-BMI.PF6–PPO
electrodes, in a 1.46×10−5 mol L−1 chlorogenic acid solution in
phosphate buffer (0.1 mol L−1; pH 6.0). As can be seen, a greater
response to the chlorogenic acid solution was obtained using the
biosensor containing Ir-BMI.PF6 and immobilized PPO enzyme,
when compared with the other sensors. Based on these results it
is assumed that Ir-BMI.PF6 offers a favorable microenvironment for
PPO, which facilitates the electron transfer on the biosensor surface.
This study confirms the catalytic contribution of the Ir-BMI.PF6 and
the efficiency of the immobilized PPO enzyme.

3.5. Optimization of the biosensor

The parameters of ionic liquid:Nujol ratio, pH and enzyme con-
centration, along with the frequency, pulse amplitude and scan
increment used in the square wave voltammetry, were investigated
to obtain the optimum response conditions for operation of the
proposed biosensor.

The initial experiments were conducted to investigate the opti-
mum ionic liquid content in the composition. Ratios of 100:0;
75:25; 50:50; 25:75 and 0:100% Nujol: IL were studied by square
wave voltammetry. The analytical signals (resultant peak currents)
for a 2.83×10−5 mol L−1 chlorogenic acid solution increased until
only ionic liquid was present in biosensor. Since 100% of Ir-BMI.PF6

was found to give the best sensitivity of the responses this was used
for construction of the subsequent biosensors.

The solution pH is important to the electrochemical reaction and
was investigated by detection of chlorogenic acid in phosphate or
acetate buffer solution (0.1 mol L−1) ranging from 5.0 to 9.0. The

Fig. 4. Square wave voltammograms obtained using (a) plain CPE, (b) BMI.PF6–CPE,
(c) Ir-BMI.PF6–CPE and (d) Ir-BMI.PF6–PPO in a 1.46×10−5 mol L−1 chlorogenic acid
solution in phosphate buffer (0.1 mol L−1; pH 6.0) at pulse amplitude 100 mV, fre-
quency 30 Hz and scan increment 1.0 mV.
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Table 2
Optimization of experimental variables.

Parameters investigated Range studied Optimal value

IL composition (% w/w) 0–100 100
PPO (unit mL−1) 300–1500 1200
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Fig. 5. Square wave voltammograms obtained using the proposed Ir-BMI.PF6–PPO
biosensor in (a) 0.1 mol L−1 phosphate buffer solution (pH 6.0) and chloro-
genic acid solutions at the following concentrations: (b) 3.48×10−6 mol L−1,
(c) 4.95×10−6 mol L−1, (d) 1.46×10−5 mol L−1, (e) 2.38×10−5 mol L−1, (f)
H 5.0–9.0 6.0
requency (Hz) 10–100 30
ulse amplitude (mV) 10–100 100
can increment (mV) 1.0–10.0 1.0

esulting peak-shaped pH profile showed a maximum sensitivity
esponse at pH 6.0, the peak current of chlorogenic acid decreasing
t higher values. Thus, pH 6.0 was adopted for further studies.

The amount of PPO enzyme in the paste preparation was opti-
ized from 300 to 1500 unit mL−1 and the biosensor response

ncreased until 1200 unit mL−1 and decreased with higher val-
es of PPO in the paste. Based on this result, pastes containing
200 unit mL−1 of PPO were prepared to perform further experi-
ents.
Finally, the parameters of square wave voltammetry were opti-

ized for the best performance of the biosensor under the same
onditions cited above. Frequency (10–100 Hz), pulse amplitude
10–100 mV) and scan increment (1.0–10.0 mV) were evaluated.
verall, the optimized parameters can be summarized as follows:

requency 30 Hz; amplitude 100 mV and scan increment 1.0 mV.
able 2 summarizes the relevant analytical information and gives
he best value found in the optimization of the biosensors.

.6. Reproducibility, repeatability and stability of the biosensor

The reproducibility was investigated using three biosensors
onstructed independently, and indicated an acceptable repro-
ucibility with a relative standard deviation of 1.81% for the
esponse to 2.83×10−5 mol L−1 chlorogenic acid solution (pH 6.0).
he repeatability of the biosensor performance also was studied by
uccessive measurements of seven replicates of chlorogenic acid
nd the relative standard deviation was 4.30%. This indicates that
he biosensor has good reproducibility due to the high sensitiv-
ty and efficiency of the immobilization of the PPO enzyme on the
lectrode.

The stability of the biosensor was investigated by measur-
ng the electrochemical response (cathodic peak currents) to a
.83×10−5 mol L−1 chlorogenic acid solution (pH 6.0) over a 150-
ay period without surface renewal. When the biosensor was stored
t room temperature and measurements taken every 1–8 days, no
otable change was observed.

.7. Analytical performance of biosensor

Fig. 5 displays the square wave voltammetry response and the
nalytical curve of the cathodic peak current vs. chlorogenic acid
oncentration using the proposed biosensor under the selected
onditions mentioned above. It was found that the resultant peak
urrent was linear for chlorogenic acid concentrations in the
ange of 3.48×10−6 to 4.95×10−5 mol L−1, with a detection limit
S/N = 3) of 9.15×10−7 mol L−1. The linear regression equation was
xpressed as −�I (�A) = 0.4879 + 5.1621×107 [chlorogenic acid]
ith a correlation coefficient of r = 0.9996.

The good analytical performance and stability of the proposed
iosensor can be attributed to the excellent immobilization of
olyphenol oxidase from the sugar apple (A. squamosa) in chitosan
onically crosslinked with oxalate and the high conductivity of the
onic liquid containing dispersed Ir nanoparticles. The contribution
f the iridium nanoparticles was compared with reports in the lit-
rature [16,17] and other biosensors based on gold, palladium and
latinum nanoparticles [8–15].
3.27×10−5 mol L−1, (g) 4.13×10−5 mol L−1 and (h) 4.95×10−5 mol L−1 at pulse
amplitude 100 mV, frequency 30 Hz and scan increment 1.0 mV. Inset: the analytical
curve of chlorogenic acid.

The analytical features of the biosensor in terms of chlorogenic
acid determination, and those for other analytical methods, are
given in Table 1. The accuracy, stability (not shown in Table 1),
linear range and limit of detection of the proposed biosensor
were compared with others reported previously in the literature
[31–37].

3.8. Recovery, interference and analytical application

Recovery experiments were carried out in order to evaluate the
interference from matrix effects of coffee samples. This study was
performed by adding known amounts of standard solutions to the
samples (1.80, 8.65 and 15.0 mg L−1) followed by analysis using the
proposed biosensor. Satisfactory values between 93.2 and 105.7%
for chlorogenic acid were obtained for the recovery, thus indicating
that there is no interference from the sample matrix in the proposed
method and also that the proposed method is suitable for use in
these samples.

The effect of possible interferents, such as caffeine, caffeic acid,
citric acid, fructose, glucose, glutamic acid, sucrose and tartaric
acid, on the determination the chlorogenic acid in coffee was
also investigated. The ratio of the concentration of chlorogenic
acid to that of each substance was fixed at 1:1. Only caffeic acid
caused a positive interference (12.0%) when present at the same
concentration as the analyte. The observed interference was not
critical, however, since caffeic acid is present at lower concentra-
tion levels than those investigated. The data were in agreement
with those obtained employing other biosensors [35]. None of the
other substances interfered in the performance of the proposed
biosensors.

This biosensor was used to determine chlorogenic acid in differ-
ent organic and decaffeinated samples using the standard addition
method. Table 3 presents the chlorogenic acid concentrations deter-
mined in coffee samples employing the proposed biosensor and
the capillary electrophoresis method. The results determined by

the biosensor were in satisfactory agreement with those given by
the capillary electrophoresis method, indicating that it is viable
to apply the proposed biosensor to determine chlorogenic acid in
coffee samples.
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Table 3
Chlorogenic acid determination (g L−1) in organic (A and B) and decaffeinated (C and
D) coffee samples.

Sample Chlorogenic acid (g L−1) Relative error (Re%)

Capillary electrophoresis Biosensora

A 0.71 ± 0.01 0.71 ± 0.02 0.0
B 0.60 ± 0.02 0.58 ± 0.02 −3.33
C 0.97 ± 0.02 0.99 ± 0.01 +2.06
D 1.01 ± 0.02 0.96 ± 0.01 −4.95
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e = biosensor vs. capillary electrophoresis.
a n = 4; confidence level of 95%.

. Conclusions

In this paper, the construction of a biosensor containing
r-BMI.PF6 and PPO immobilized in crosslinked chitosan was
escribed. This biosensor offers advantages such as good sensitivity
nd linearity with a low detection limit and ease of preparation and
enewal compared with the conventional carbon paste electrode.
mmobilization of the enzyme in biocompatible chitosan together

ith Ir-BMI.PF6 applied in the determination of chlorogenic acid
n organic and decaffeinated coffee samples was showed to be a
imple and efficient analytical method.
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a b s t r a c t

For the arsenic speciation in marine product samples, two types of pretreatment-analysis combination
were compared. One is the combination of solvent extraction and high performance liquid chromatogra-
phy (HPLC) followed by a highly sensitive arsenic detection, while the other is the combination of alkaline
digestion and cryogenic trap (CT) method followed by a highly sensitive arsenic detection. For six cer-
tified reference materials (CRMs) of marine animal samples, the concentrations of arsenobetaine (AsB)
eywords:
rsenic speciation
arine products

retreatment
PLC

obtained from the extraction–HPLC method were very consistent with those of trimethylated arsenic
species measured by the digestion–CT method. For four seaweed samples, the determination of three
arsenosugars (Sugar-1, Sugar-2, and Sugar-3) was favorably carried out by the extraction–HPLC method.
Those seaweed samples were also subjected to the digestion–CT method, and the amounts of dimethy-
lated arsenic species measured by the method were approximately equal to the sum of the amounts

MAA
.

ryogenic trap of dimethylarsinic acid (D
extraction–HPLC method

. Introduction

Arsenic is a well-known toxic element, and it is also known
hat the toxicity is varied with the degree of methylation;
hus, the toxicity tends to decrease in the order, arsenous acid
As(III)) > arsenic acid or arsenate (As(V))�monomethylarsonic
cid (MMAA)≈dimethylarsinic acid (DMAA) > trimethylated
pecies (arsenobetaine (AsB) etc.), and their structures are shown
n Fig. 1. Therefore, it is very important to conduct the speciation
f arsenic species. There have been many reports about the spe-
iation of arsenic species, and Gong et al. [1] and Francesconi and
uehnnelt [2] reviewed the various analytical methods for arsenic
peciation. For the separation of arsenic species, high performance
iquid chromatography (HPLC) is the most frequently used, and
his method is followed by an efficient detection of trace arsenic
pecies, such as inductively coupled plasma mass spectrometry
ICPMS) and hydride generation atomic fluorescence spectrometry
HGAFS). The combination of HPLC and these detection methods
ICPMS and HGAFS) is called HPLC–ICPMS and HPLC–HGAFS,
espectively.
Another separation procedure, which has been used, is the cryo-
enic trap (CT) method. In this method, NaBH4-reduction of arsenic
pecies is carried out to produce arsine gases, and the gases are cryo-
enically trapped, which is followed by the volatilization of arsine

∗ Corresponding author. Tel.: +81 99 285 8335; fax: +81 99 285 8339.
E-mail address: ohki@be.kagoshima-u.ac.jp (A. Ohki).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.067
) and three arsenosugars (Sugar-1 + Sugar-2 + Sugar-3) obtained from the

© 2009 Elsevier B.V. All rights reserved.

gases. By the reduction, inorganic (As(III) and As(V)), monomethy-
lated, dimethylated, and trimethylated species will turn into AsH3,
CH3AsH2, (CH3)2AsH, and (CH3)3As, respectively; the boiling points
of these arsine derivatives are −55, 2, 36, and 52 ◦C, respectively.
Thus, the volatilization of each arsine gas can be successively
carried out, so that the separation of these gases is favorably
attained.

The CT method is the first arsenic speciation method which
was applied to environmental and biological samples [3]. The HPLC
method has taken over the CT method, because the latter provides
not the whole information of each arsenic species but only the infor-
mation of the number of methyl group which directly attaches to
arsenic atom.

However, there have been still several studies using the CT
method [4–12], and an automatic arsenic speciation instrument
based on the CT method is now commercially available [9]. Com-
pared to the HPLC method, the CT method has some advantages:
(i) the instrumental cost is not so high; (ii) the measuring time is
very short; (iii) the information of methyl group number is easily
obtained. For the HPLC method, the most frequently used column is
an anion-exchange type, for which the separation of arsenobetaine
(AsB, a typical trimethylated arsenic species) and other neutral
species, such as As(III), is usually difficult.
Another advantage of the CT method is that it can be favor-
ably coupled with a simple pretreatment method for biological
samples, alkaline digestion, in which the sample is heated in an
alkaline solution [8]. The alkaline digestion can provide not only the
decomposition of proteins but also the transformation of hydride
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Fig. 1. Structur

eneration-inactive species, such as AsB, into active species, such
s trimethylarsine oxide. On the other hand, the extraction by a
roper solvent has been usually used for the pretreatment of bio-

ogical samples when the HPLC method is performed. However,
his method is time-consuming compared to the alkaline digestion

ethod.
So far, only a few studies have been done about the comparison

f the two methods (HPLC and CT methods) by use of same samples.
uerin et al. [7] reported the comparative study of the two meth-
ds when the same water and inorganic samples were analyzed.
owever, there have been no such studies for biological samples.

t is well known that methylated arsenic species are often present
n marine organisms [1,2]. For the arsenic speciation in biological
amples, it is necessary to conduct a proper pretreatment method
efore the analysis. However, there have been no studies about the
omparison of the two methods focusing on the combination of
retreatment and analysis.

In this study, the arsenic speciation in biological samples,
arious marine product samples including not only certified ref-
rence materials (CRMs) but also real seafood samples, was carried
ut by the two types of pretreatment-analysis combination, the
xtraction–HPLC method and the digestion–CT method. The com-
arison between the two methods was done, especially in terms of
he analysis of AsB and arsenosugars.

. Experimental

.1. Reagents and solutions
Sodium arsenate (Na2HAsO4·7H2O), sodium arsenite (NaAsO2),
nd DMAA were purchased from Wako Pure Chemical Indus-
ries Ltd., while MMAA and AsB were obtained from Tri Chemical
aboratories Inc. (Yamanashi, Japan). Distilled water was further
rsenic species.

purified by a Milli-Q system and used throughout the experiments.
Analytical-grade reagents were used for the preparation of all solu-
tions. All arsenic standard solutions were freshly prepared by serial
dilution from a stock solution (1000 mg-As l−1).

2.2. Samples

Six CRMs from National Research Council, Canada (DORM-2,
dogfish muscle; DOLT-2, dogfish liver; and TORT-2, lobster hep-
atopancreas), National Institute of Standard and Technology, USA
(NIST-1566b, oyster tissue), Community Bureau of Reference, EC
(BCR-422, cod muscle tissue), and National Institute of Advanced
Industrial Science and Technology, Japan (NMIJ-7402a, cod muscle
tissue), were used. These CRMs have the certified values of total
arsenic, while a few of them possess the speciation data (AsB for
DORM-2 and NMIJ-7402a). Thus, the arsenic speciation data, which
have been reported in the literatures for the CRMs, are listed in
Table 1. Also, four eating seaweed samples, which include Laminaria
sp., Undaria pinnatifida, Hizikia fusiformis, and Monostroma nitidum
wittrock purchased at a local supermarket, were tested.

2.3. HPLC–HGAFS

The HPLC system was fitted with a JASCO PU-2080 pump with
a Rheodyne injector and a 200 �l loop injector. The separation of
the arsenic species occurred in a 250 mm×4.1 mm Hamilton PRP-
X100 column (Hamilton, Reno, NV, USA), and the flow rate of the
mobile phase was adjusted to 1.1 ml min−1. The photooxidation of

the arsenic compounds was performed in a PSA 10.570 ultravio-
let (UV) oxidation system using a K2S2O8 solution (2%, w/v) at a
flow rate of 0.36 ml min−1. Hydride generation of volatile arsines
prior to the detection was performed using on-line solutions of
NaBH4 and HCl at a flow rate of 1.8 ml min−1, and atomic fluores-
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Table 1
Certified and literature values of the concentrations of arsenic species in CRMs.

CRM Total arsenic (certified) (�g-As g−1, dry weight) Arsenic species (�g-As g−1, dry weight) Ref.

As(III) As(V) MMAA DMAA AsB

DORM-2 18.0 ± 1.1 – – – – 16.4 Certified
n.d. n.d. <0.03 0.28 16.0 [13]
n.d. n.d. <0.003 0. 30 15.9 [14]
n.d. n.d. n.d. 0.66 15.8 [15]

DOLT-2 16.6 ± 1.2 n.d. 0.007 0.042 1.24 6.09 [16]
TORT-2 21.6 ± 1.8 n.d. 0.68 0.15 1.33 13.6 [17]

n.d. 0.41 0.20 1.03 13.1 [18]
n.d. n.d. 0.03 0.97 13.8 [14]

BCR-422 21.1 ± 0.5 n.d. n.d. n.d. n.d. 20.6 [19]
N
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MIJ-7402a 36.7 ± 1.8 –
IST-1566b 7.65 ± 0.65 n.d

.d.: not detected.

ence spectrometry (AFS) detection was obtained with a PSA 10.055
illennium Excalibur (PS Analytical, Orpington, UK). Detailed con-

itions are listed in Table 2, while the schematic representation of
PLC–HGAFS is shown in Fig. 2a.

.4. CT–HGAAS

An appropriate volume of a standard or sample solution
0.1–2.0 ml) and 40 ml of HCl (1%, w/v) solution were introduced
nto a Pyrex glass reaction vessel, to which 5 ml of NaBH4 (10%, w/v)
olution was progressively injected using an injector within 30 s
nder continuous stirring for hydride generation. After the water
apor and CO2 were removed by using ice/water plus ice/NaCl baths
nd a glass tube containing solid NaOH, respectively, the arsines
enerated were cryogenically trapped in a 430 mm×5.0 mm Pyrex
rass U-tube packed with quartz wool for 3 min, which had been
mmersed in liquid nitrogen. When the U-tube was warmed, the
rsines trapped were volatilized in the sequence of their boil-

ng points, and were introduced into a quartz-tube atomizer and
etermined with an atomic absorption spectrometer (AAS) (Nip-
on Jarrel Ash AA-890). Detailed conditions are listed in Table 3,
nd the CT–HGAAS system is illustrated in Fig. 2b.

able 2
nstrumental and analytical conditions for HPLC–HGAFS.

PLC
Anionic column Hamilton PRP-X100 (10 �m,

250 mm×4.1 mm)
Guard column Hamilton PRP-X100 (10 �m,

4.6 mm×4.1 mm)
Mobile phase 25 mmol l−1 KH2PO4, pH 5.8
Flow rate of mobile phase 1.1 ml min−1

Injection volume 200 �l

n-line photooxidation
UV system PSA 10.570 UV system
K2S2O8 2% (w/v) in 0.5% (w/v) NaOH
Flow rate of K2S2O8 0.36 ml min−1

ydride generation
NaBH4 1.4% (w/v) in 0.1% (w/v) NaOH
Flow rate of NaBH4 1.8 ml min−1

HCl 1.5 mol l−1 (UV lamp off) or 8 mol l−1

(UV lamp on)
Flow rate of HCl 1.8 ml min−1

etection (atomic fluorescence spectrometry)
Detector Excalibur (PS Analytical, Kent, UK)
Lamp Hollow cathode arsenic lamp, 197.3 nm
Primary current 27.5 mA
Boost current 35.0 mA
Carrier gas Argon, 300 ml min−1
– – – 33.1 Certified
0.07 0.04 1.69 1.24 [20]

2.5. Pretreatment of samples

When HPLC–HGAFS was performed, the extraction of arsenic
species from the sample was conducted. A 0.25 M H3PO4 solution
(10 ml) containing 0.5 g of powdery sample was shaken in a stop-
pered centrifuge tube for 12 h. After centrifugation, the solution
was analyzed by HPLC–HGAFS. For CT–HGAAS, the samples were
subjected to an alkaline digestion. A 2 M NaOH solution (5 ml) was
mixed with 0.05 g sample, and heated at 90–95 ◦C for 3 h. After cool-
ing, the solution was analyzed by CT–HGAAS. These two types of
pretreatment-analysis combination, extraction–HPLC method and
digestion–CT method, are schematically presented in Fig. 2.

When the four seaweed samples were analyzed, the samples
were vacuum-dried at 60 ◦C for 3–4 days and ground in an agate-
mortar to make a powder, and then the resulting powdery sample
was subjected to the extraction–HPLC method and the digestion–CT
method.

For each run, the pretreatment of a sample was prepared by
the extraction or alkaline digestion at least in duplicate, and the
HPLC–HGAFS or CT–HGAAS analysis of each corresponding sample
was carried out twice. From these more than four measurements,
the mean value and standard deviation for the concentration of
arsenic species in the sample were obtained.

3. Results and discussion

3.1. Arsenic speciation in CRMs (marine animal products) by the
extraction–HPLC method
Based on the optimized conditions for HPLC–HGAFS described
in Table 2, the separation of arsenic species (As(III), As(V), MMAA,
and DMAA) was attained, when a mixed solution of standard com-

Table 3
Instrumental and analytical conditions for CT–HGAAS.

Hydride generation
HCl 1% (v/v), 40 ml
NaBH4 10% (w/v) in 0.1% (w/v) NaOH, 5 ml

Trapping
Column Quartz wool in quartz glass U-tube

(430 mm×5.0 mm)
Trapping time 3 min
Room temperature time 1 min
Flow rate of helium 500 ml min−1

Detection (atomic absorption spectrometry)
Detector AA-890 (Nippon Jarrell Ash)
Lamp Hollow cathode arsenic lamp, 197.3 nm
Lamp current 12 mA
Quartz cell temperature 1050 ◦C
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Fig. 2. Schematic diagrams of extraction–
ounds was measured. The chromatogram is presented in Fig. 3a.
or the detection of AsB, the sample was on-line photooxidized by
sing a UV oxidation system and an oxidizing agent (K2S2O8) before
he hydride generation procedure. As shown in Fig. 3b, the AsB peak
as overlapped with the As(III) peak. Therefore, the quantification

Fig. 3. Chromatograms of HPLC–HGAFS for a mixed solution of
method (a) and digestion–CT method (b).
of AsB was done by using the difference between with and without
the photooxidation procedure. Compared to the result in a previ-
ous paper [7] in which the same HPLC column had been used, the
separation between As(III) and DMAA in this study (Fig. 3a) was a
little worse, probably due to column conditions. For the separation

As(III), As(V), MMAA, DMAA, and AsB (25 �g-As l−1 each).
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Table 4
Arsenic speciation in CRMs by the extraction–HPLC method.

CRM Arsenic species (�g-As g−1, dry weight)

As(III) As(V) MMAA DMAA AsB

DORM-2 n.d. n.d. n.d. 0.39±0.12 16.5 ± 0.4
DOLT-2 n.d. n.d. n.d. 1.45±0.08 6.47 ± 0.09
TORT-2 n.d. 0.45 n.d. 1.39±0.08 14.6 ± 0.6
BCR-422 n.d. n.d. n.d. n.d. 19.8 ± 0.1
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Table 5
Arsenic speciation in CRMs by the digestion–CT method.

CRM Arsenic species (�g-As g−1, dry weight)

Inorganic Monomethylated Dimethylated Trimethylated

DORM-2 n.d. n.d. n.d. 15.6 ± 0.2
DOLT-2 n.d. n.d. 2.15±0.12 6.08 ± 0.10
TORT-2 n.d. n.d. 2.97±0.21 13.5 ± 0.2

Inorganic arsenic species (As(III) and As(V)) and monomethylated
species (MMAA) were not detected in the CRMs.

Actually, there were some other small peaks observed in the
HPLC chromatograms of the CRMs, when the photooxidation was
MIJ-7402a n.d. n.d. n.d. n.d. 31.6 ± 1.1
IST-1566b n.d. n.d. n.d. 0.70±0.01 1.61 ± 0.02

.d.: not detected.

etween AsB and DMAA (Fig. 3b), baseline separation is difficult,
hich had been described in previous papers [21,22].

When the arsenic speciation in biological samples is carried out
y HPLC–HGAFS or HPLC–ICPMS, the solvent extraction by use of a
ethanol/water mixture has been frequently used for the recov-

ry of arsenic species from the samples [20,23,24]. Recently, it
s reported that a H3PO4 solution is also effective not only for
oil samples but also for biological samples [15,25,26]. In this
tudy, the solvent extraction with a 0.25 M H3PO4 solution was
ttempted for the six CRMs. The results of arsenic speciation by
he extraction–HPLC method are indicated in Table 4, which are
uite similar to those in the literatures (Table 1). It is proposed that
he H3PO4 solution favorably works for the recovery of each arsenic
pecies in marine product samples.

.2. Arsenic speciation in CRMs (marine animal products) by the
igestion–CT method

A mixed solution of As(III), As(V), MMAA, DMAA, and AsB was
ubjected to the alkaline digestion, and the resulting solution was
nalyzed by CT–HGAAS under the optimal conditions shown in
able 3. The chromatogram obtained is presented in Fig. 4. It is
eported that inorganic arsenic (As(III) and As(V)), MMAA, DMAA,
nd AsB produce arsine, monomethylarsine, dimethylarsine, and
rimethylarsine, respectively, by the alkaline digestion followed
y the hydride generation procedure in CT–HGAAS [8]. As shown
n Fig. 4, the chromatogram gives four peaks, which are assigned

o As(III) + As(V) (inorganic arsenic), MMAA (monomethylated
rsenic), DMAA (dimethylated arsenic), and AsB (trimethylated
rsenic). For the six CRMs, the digestion–CT method was carried
ut, and the results are indicated in Table 5.

ig. 4. A chromatogram of CT–HGAAS for a mixed solution of As(III), As(V) (25 �g-
s l−1 each), MMAA, DMAA, and AsB (50 �g-As l−1 each).
BCR-422 n.d. n.d. n.d. 19.8 ± 0.2
NMIJ-7402a n.d. n.d. n.d. 30.0 ± 1.0
NIST-1566b n.d. n.d. 2.24±0.33 1.48 ± 0.19

n.d.: not detected.

When only MMAA was subjected to the alkaline digestion fol-
lowed by CT–HGAAS, major monomethylated arsenic peak and
small inorganic arsenic peak (2–3%) were detected. This result sug-
gests that the cleavage of As–CH3 bond slightly occurs during the
digestion. For other methylated arsenic species, DMAA and AsB,
such a cleavage was scarcely observed. Thus, it is concluded that
the digestion–CT method can be used for the approximate deter-
mination of MMAA, DMAA, and AsB.

3.3. Comparison between the extraction–HPLC method and the
digestion–CT method for the arsenic speciation in CRMs

As shown in Fig. 5, the amounts of trimethylated arsenic
obtained from the digestion–CT method are very consistent with
those of AsB from the extraction–HPLC method. It is evident
that almost all of the trimethylated arsenic species present in
the CRMs is AsB, and also that the AsB in the samples is exclu-
sively transformed into a hydride generation-active species, such
as trimethylarsine oxide.

As shown in Fig. 6, the amounts of dimethylated arsenic species
obtained from the digestion–CT method are considerably higher
than those of DMAA from the extraction–HPLC method, when the
three CRMs were analyzed. It is anticipated that the dimethylated
species in the samples involve other species, such as arsenosugars.
carried out; those peaks may be assigned to arsenosugars. However,

Fig. 5. Plot of the concentrations of AsB obtained from the extraction–HPLC method
against those of trimethylated arsenic species from the digestion–CT method (six
CRMs).
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ig. 6. Comparison of the extraction–HPLC method (DMAA) and the digestion–CT
ethod (dimethylated arsenic species).

he concentrations of arsenosugars in the CRMs (marine animal
amples) are very low, and an arsenosugar peak (Sugar-1) is over-
apped by the peaks of As(III) and AsB in the HPLC chromatogram.
his will be explained later.

.4. Arsenic speciation in seaweed samples by the
xtraction–HPLC method

As mentioned above, the comparison between the
xtraction–HPLC method and the digestion–CT method can-
ot be favorably performed when the CRM samples are used. It is
ell known that seaweeds contain a notably high concentration

f arsenosugars [27–29]. Therefore, seaweed samples are used
or the comparison between the extraction–HPLC method and
he digestion–CT method in terms of the analysis of dimethylated
pecies. Because proper CRM samples for seaweed cannot be
vailable, four eating seaweeds, Laminaria sp., U. pinnatifida, H.
usiformis, and M. nitidum wittrock, were purchased at a local
upermarket, and tested for the arsenic speciation.
A dried powdery sample of Laminaria sp. was subjected to the
xtraction–HPLC method. When the photooxidation procedure was
ot applied, several peaks, some of which may be assigned to
rsenosugars, were observed in the chromatogram; however, only
s(III) and DMAA peaks were accurately determined. On the other

able 6
rsenic speciation in four seaweed samples by the extraction–HPLC method.

ample Arsenic species (�g-As g−1, dry weight)

As(III) As(V) MMAA

aminaria sp. 0.64±0.05 n.d. n.d.
ndaria pinnatifida 0.78±0.03 n.d. 0.27±0.07
izikia fusiformis n.d. 78.2±0.4 n.d.
onostroma nitidum wittrock n.d. n.d. n.d.

.d.: not detected.

able 7
rsenic speciation in four seaweed samples by the digestion–CT method.

ample Arsenic species (�g-As g−1, dry weight

Inorganic Mono

aminaria sp. 0.36 ± 0.05 n.d.
ndaria pinnatifida 0.21 ± 0.03 n.d.
izikia fusiformis 79.9 ± 0.3 n.d.
onostroma nitidum wittrock 0.66 ± 0.04 n.d.

.d.: not detected.
Fig. 7. A chromatogram of arsenosugers in Laminaria sp. by the extraction–HPLC
method.

hand, the peaks of arsenosugars were clearly obtained with the pho-
tooxidation procedure as shown in Fig. 7. Three peaks appeared, and
these were assigned to Sugar-1, Sugar-2, and Sugar-3 according to
the literatures [27–29] (see Fig. 1). The extraction–HPLC method
was also carried out for the other seaweed samples, and the con-
centrations of arsenic species were obtained. The results are listed
in Table 6.

The Sugar-1 peak was overlapped with the As(III) peak. There-
fore, the quantification of Sugar-1 was conducted by using the
difference between with and without the photooxidation pro-
cedure. As mentioned before, the AsB peak may appear at the
same position. When the digestion–CT method was carried out for
the four seaweed samples, trimethylated arsenic species was not
detected (see Table 7). Therefore, the presence of AsB peak in the
chromatogram was ignored. Because pure compounds of arseno-
sugars were not available, the concentrations of arsenosugars were
calculated using the calibration curve of DMAA.

Seaweeds, Laminaria sp. and U. pinnatifida, contained fairly high
concentrations of the three arsenosugars, while M. nitidum wittrock
had a low concentration of Sugar-1. On the other hand, majority of
arsenic species in H. fusiformis was As(V), which has been reported
in the literatures [30,31].

3.5. Arsenic speciation in seaweed samples by the digestion–CT

method

For the same seaweed samples, the digestion–CT method was
performed. The results are listed in Table 7. As described above,

DMAA AsB Sugar-1 Sugar-2 Sugar-3

1.03±0.02 n.d. 7.65 ± 0.36 9.81±0.52 27.4±1.6
0.91±0.02 n.d. 9.97 ± 0.50 5.45±0.14 8.43±0.34
n.d. n.d. 10.6 ± 0.1 n.d. n.d.
n.d. n.d. 2.22 ± 0.08 n.d. n.d.

)

methylated Dimethylated Trimethylated

45.9 ± 0.4 n.d.
23.5 ± 0.4 n.d.
11.3 ± 0.5 n.d.
3.32 ± 0.18 n.d.
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ig. 8. Comparison of the extraction–HPLC method (DMAA + arsenosugars) and the
igestion–CT method (dimethylated arsenic species).

lmost no trimethylated arsenic species were detected for the four
eaweed samples. It has been reported that seaweeds do not con-
ain trimethylated arsenic species, such as AsB [29]. Comparing
he data from the extraction–HPLC method and those from the
igestion–CT method, it is assumed that arsenosugars are decom-
osed into hydrogenation-susceptible DMAA during the alkaline
igestion.

Actually, for each seaweed sample, the sum of the amounts
f DMAA and three arsenosugars (Sugar-1 + Sugar-2 + Sugar-3)
btained from the extraction–HPLC method is approximately equal
o the amount of dimethylated species from the digestion–CT

ethod, as indicated in Fig. 8. It is proposed that the three
rsenosugars can be exclusively transformed into DMAA, which
s favorably detected as dimethylated arsenic in the CT method.
urther, the seaweeds contain small amounts of As(III), which is
etected as inorganic arsenic by the digestion–CT method.

For H. fusiformis, inorganic arsenic was detected in a con-
iderable amount, which is comparable to the amount of As(V)
btained by the extraction–HPLC method (Table 6). Also, dimethy-
ated arsenic was observed, and the amount was similar to that of
ugar-1.

Consequently, it is found that the arsenosugars in seaweed sam-
les can be favorably measured as dimethylated arsenic by use of
he digestion–CT method, while As(III) and As(V) present in the
amples are detected as inorganic arsenic.

. Conclusion

The comparison of the extraction–HPLC method and the
igestion–CT method in terms of arsenic speciation in vari-
us marine product samples was carried out. For six CRMs,

he amounts of trimethylated arsenic species obtained from the
igestion–CT method were very consistent with those of AsB from
he extraction–HPLC method. It is found that almost all of the
rimethylated arsenic species present in the CRMs is AsB, and
lso that the AsB in the sample is exclusively transformed into

[
[

[
[
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a hydrogenation-active species (probably trimethylarsine oxide)
in the alkaline digestion procedure. However, the concentrations
of dimethylated arsenic species obtained from the digestion–CT
method are considerably higher than those of DMAA from the
extraction–HPLC method. For four seaweed samples, the sum of
the amounts of DMAA and three arsenosugars (Sugar-1 + Sugar-
2 + Sugar-3) from the extraction–HPLC method was proved to be
approximately equal to the amount of dimethylated arsenic species
from the digestion–CT method, suggesting that the arsenosug-
ars are favorably transformed into hydrogenation-active species
(DMAA) in the digestion procedure. It is concluded that, by use of
the digestion–CT method, the concentration of AsB in marine ani-
mal samples and that of arsenosugars in seaweed samples can be
approximately assessed.
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a b s t r a c t

A demanding task in pesticide residue analysis is yet the development of multi-residue methods for
the determination of pesticides in vegetables with relatively high fat content (i.e. edible oils and fatty
vegetables). The separation of pesticides and other chemical contaminants from high-fat food samples
prior to subsequent steps in the analytical process is yet a challenging issue to which much effort in
method development has being applied. This review addresses the main sample treatment method-
ologies for pesticide residue analysis in fatty vegetable matrices. Even with the advent of advanced
hyphenated techniques based on mass spectrometry these complex fatty matrices usually require exten-
sive sample extraction and purification. Current methods involve the use of one or the combination
of some of the following techniques for both the sample extraction and clean-up steps: liquid–liquid
partitioning, solid-phase extraction (SPE), gel-permeation chromatography (GPC), matrix solid-phase
dispersion (MSPD), etc. An overview of methods developed for these contaminants in fatty vegeta-
bles matrices is presented. Sample extraction and purification techniques are discussed and their most
recent applications are highlighted. This review emphasizes that sample preparation is a critical step,
but also the determination method is, and cannot be treated separately from sample treatment. In
recent years, the appearance and use of new, more polar pesticides has fostered the development of
liquid chromatography/mass spectrometry (LC–MS) besides gas chromatography. The main features
Avocado

Coconut
Soybean

of LC–MS for the analysis of multi-class pesticides in fatty vegetable samples will be also under-
lined, with an emphasis on the multi-class, multi-residue strategy and the difficulties associated.
Vegetable oils
© 2009 Elsevier B.V. All rights reserved.
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Table 1
Summary of the main vegetables with high-fat contenta [14].

Commodity Fat content (%) Features/composition

Vegetable oils
Olive oil 100 13.8% saturated, 72.9%

monounsaturated fatty acids
Soybean oil 100 15.6% saturated, 22.8%

monounsaturated fatty acids
Sunflower oil 100 9% saturated, 57%

monounsaturated
Corn oil 100 12.9% saturated, 27.6%

monounsaturated
Sesame oil 100 14.2% saturated, 39.7%

monounsaturated fatty acids
Peanut oil 100 16.9% saturated, 46.2%

monounsaturated fatty acids
Mustard oil 100 59% monounsaturated fatty acids

Fatty vegetables
Olives 18–25 –
Avocado 14.66 73.2% water
Oat 6.9 8.2% water, 66% carbohydrates
Nuts, acorns, raw 23.86 27.9% water, 40.7% carbohydrates
Nuts, almonds unroasted 49.4 4.7% water, 21.7% carbohydrates
Nuts, coconut meat 33.49 46.9% water, 15.2% carbohydrates
Nuts, hazelnuts or filberts 60.7 5.3% water, 16.7% carbohydrates
Nuts, walnuts english 65 4.07% water, 13.7% carbohydrates
Soybean green, raw 6.8 67% water, 11.0% carbohydrates
10 B. Gilbert-López et al. /

. Introduction

Pesticide testing in foodstuffs is a challenging application
nvolving the simultaneous trace analysis of a wide range of agro-
hemicals. Over 800 compounds are applied to agricultural crops in
rder to control undesirable moulds, insects or weeds [1]. Consid-
ring that the presence of trace amounts of both pesticide residues
nd their degradation products could be potential health hazards,
hey have to be controlled. Monitoring pesticide residues in food is
herefore of great interest to ensure “food safety” in terms of pes-
icide residue levels. For this reason, numerous regulations such as
he European Union directives have set maximum residue limits
MRLs) for pesticides in food [2–4].

In pesticide testing, the development of multi-residue meth-
ds, which allows proper control of a large number of pesticides
n a unique analysis, is basically the main applied strategy [4].
owever, the different classes and physico-chemical properties
ake difficult the development of methodologies which cover all

he analytes under study. Sometimes, different sample treatment
ethodologies are necessary. The selection of sample prepara-

ion methodology is highly dependent on both analyte and sample
ature. In relation to the later, sample preparation methods are
eveloped taking into consideration the fat content, being the limit
etween “fatty” and “non-fatty” food matrices usually set at 2–5%
5].

Non-fatty foods of plant origin represent the most frequently
nalyzed samples for pesticide residues. Among this group, special
ttention is paid to fruits and vegetables that are mostly con-
umed raw or after minimum postharvest processing. In addition,
ruits and vegetables represent the main ingredients in products
ntended for infants and small children (“babyfood”) in which pes-
icide residues are specially strictly regulated and monitored [6]. For
hese matrices (i.e.: tomato, lettuce, apples, etc.), we can found com-
rehensive, straightforward and reliable methods in the literature
based on acetonitrile or ethyl acetate partitioning) [4,5].

In contrast, the analysis of pesticide residues in fatty vegetable
atrices is yet a challenging issue, because of the inherent com-

lexity of the matrix. This fosters the development of strategies to
solate/extract the pesticide fraction from the whole fatty matrix.
n fact, it is very difficult to avoid the co-extraction of fatty mate-
ial, even more, taking into account that some of the pesticides
hich are usually targeted are fat-soluble non-polar compounds

viz. organochlorine), and tends to concentrate and remain in the
at. Since, high recoveries of most multi-class pesticides must be
btained in a ideally fat-free extract, an additional clean-up step is
sually included prior to subsequent steps in the analytical process
7,8].

Many multi-residue procedures employing different clean-up
echniques and a variety of detection methods have been reported
or the determination of pesticide residues in fatty vegetable matri-
es. A relatively recent review described the chromatographic
ethods available for the determination of pesticide residues in

live oil and olives [8]. This review addresses the main sample
reatment methodologies for pesticide residue analysis in fatty veg-
table matrices, including all kinds of fatty vegetables matrices
such as soybean or avocado) together with all kind of vegetable
ils (Table 1). Even with the advent of advanced hyphenated
echniques based on mass spectrometry these complex fatty matri-
es usually require extensive sample extraction and purification.
urrent methods involve the use of one or the combination of
ome of the following techniques for both the sample extraction

nd clean-up steps: liquid–liquid partitioning, adsorption chro-
atography, gel-permeation chromatography (GPC), solid-phase

xtraction (SPE), matrix solid-phase dispersion (MSPD), etc. From
ll these techniques, the more commonly applied approach for
esticide extraction in fatty vegetable matrices so far is liquid par-
Sesame 49.7 23.4% carbohydrates

a USDA National Nutrient Database for Standard Reference, Release 20 (2007).
(http://www.nal.usda.gov/fnic/foodcomp/search/).

titioning with organic solvents followed by a clean-up with SPE
or GPC. Over 70% of the methods are based on this scheme, being
the separation, identification and quantitation of the pesticides
undertaken by chromatographic techniques coupled to mass spec-
trometric detectors. An overview of methods developed for these
contaminants in fatty vegetables matrices is presented. Sample
extraction and purification techniques are discussed and their most
recent applications are outlined. This review emphasizes that sam-
ple preparation is a critical step, but also determination is, and
cannot be treated separately from sample treatment but all as
one. In recent years, the appearance and use of new, more polar
pesticides has prompted the use of liquid chromatography/mass
spectrometry instead of gas chromatography. Its advantaging fea-
tures for the analysis of multi-class pesticides in fatty vegetable
samples will be also highlighted.

2. Sample treatment techniques for pesticide residue
analysis in fatty vegetable matrices

2.1. General considerations

Despite advances in the sensitivity of analytical instrumenta-
tion for the end-point determination of analytes in food samples, a
pre-treatment is usually required to extract and isolate the target
analytes from the food matrix, thus facilitating their determina-
tion [9,10]. In most cases, although the analytes of interest are
isolated from the bulk matrix, several contaminants may also be
co-extracted, as well as part of the matrix, which could interfere in
the determination step of the analysis. Consequently, further purifi-
cation of the extract is required before the analytes determination.
This step is called the clean-up step and aims at the isolation of
the target analytes from potential interfering co-extractives as well
as discarding the extraction solvent and preparing the target ana-

lytes in an appropriate chemical form for its characterization and
quantification.

Therefore, pesticide residue analysis protocols involve two main
stages: the isolation of the pesticides from the matrix (sample treat-
ment) and the analytical method for the determination. Sample
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reatment, which involves both the extraction of the pesticides
nd the purification of the sample extract obtained, still remains
s the bottleneck of the entire procedure, despite much progress
n automation has been accomplished [11].

The choice of sample treatment is also related to the detection
ethod. The more sensitive and specific detection method is used,

he less stages of sample treatment will be required. If non-selective
etectors (such as NPD or FID in gas chromatography (GC) or UV in

iquid chromatography (LC)) are used, then the number of stages of
he sample treatment will be higher and a more detailed clean-up
ill be required. In contrast, if state-of-the-art mass spectrometric

echniques (i.e. tandem mass spectrometry using triple quadrupole
nstruments) are used in combination with GC or LC, then there is
o need to perform a dedicated clean-up of the sample extract.
lternatively, appropriate dilutions can be carried out if the sen-
itivity of the method is enough to meet the concentration levels
argeted. In contrast, the use of non-dedicated cleanup stages can
oster the occurrence of matrix-effects during the detection step
n both GC and LC methods. A matrix-effect is considered to be a
uppression or enhancement of the analyte response due to the
resence of co-eluting matrix constituents during the course of
he (chromatographic) run [12]. Matrix-effects can be estimated
y comparing the response obtained from a standard solution and
hat from a spiked sample extracted. The matrix-effects are gener-
lly due to the influence of co-eluting compounds on the actual
onization process, that is well before the analyte ion enter the

ass analyzer. Therefore matrix-effects must be solved prior to
nalyte ionization, for instance by eliminating the sample con-
tituents responsible of the matrix-effects, which would involve
mprovements on sample treatment and/or the chromatographic
eparation. As an alternative, lowering the injected sample vol-
me or performing dilutions of the sample extract might help to
vercome this problem, although this decreases the overall method
erformance in terms of limits of detection [12].

The sample treatment applied depends heavily on the com-
lexity of the matrix. In general in pesticide analysis in crops, we
istinguish between four types of matrices when developing or
alidating a method: high water content (e.g. tomato), high acidic
ontent (e.g. citrus), high sugar content (i.e. raisins) and high-fat
ontent (olives or avocado). In all cases, it is often necessary clean-
p stages to remove non-desirable components of the matrix such
s pigments (chlorophyll, carotenoids), triacylglicerides, lecitine,
tc. There are several accepted methods for pesticide multi-residue
nalysis in fruits and vegetables samples with high water, acidic or
ugar content. Probably the most complex matrices are those with
igh-fat content, basically because of it is quite complex to extract
he pesticides without co-extraction of lipids, which usually are
ifficult to remove from the extract and may harm the detection
ystem [7,8].

Another issue is the nature and number of analytes targeted
n the method. There is a wide range of analytes with different
hysico-chemical properties. For this reason, more generic (less
pecific) treatment should be applied when developing multi-
esidue methods. On the contrary, when dealing with a family of
ompounds, more specific or selective methods can be applied (i.e.:
he use of molecularly imprinted polymers). Finally, it should be
oted that it is desirable that the method involves low solvent con-
umption, to be environmentally friendly and also safer to apply by
he analyst [13].

A clear distinction should be made when developing method-
logies for the sample treatment of fatty vegetables matrices with

elatively high-fat content (i.e. up to 25% fat) and edible vegetable
ils (ca. 100% fat composition), the latter being generally more
omplex. Table 1 shows the composition and main features of main
atty vegetable matrices [14]. An overview of selected methods
lassified according to the sample treatment techniques used
ta 79 (2009) 109–128 111

for the determination of pesticides in fatty vegetable matrices is
included in Table 2 [15–80].

2.2. Techniques

Typically, most protocols for the extraction of pesticides in
food exploit the partitioning of analytes between the matrix
(solid or semisolid) phase and either a water-immiscible solvent
(solvent-based methodologies) or a sorbent material (sorbent-
based procedures).

2.2.1. Solvent-based extraction and clean-up methodologies
To date, liquid partitioning is probably the main strategy used

for the sample treatment of pesticides in fatty matrices. Although
manually shaking a finely dispersed solid or semisolid sample with
a suitable solvent can be effective, blending the sample in the pres-
ence of the solvent in a high-speed homogenizer often ensures
sample disruption and a better analyte extraction. This technique so
called liquid-phase extraction (LPE) or liquid–solid extraction (LSE),
is the most popular for extracting contaminants in food samples
such as eggs, fruits and vegetables [5,81]. Nowadays there are var-
ious well known and efficient general extraction procedures based
on acetonitrile [82,36], ethyl acetate [83–86] or acetone [86,87].
These extraction methodologies, effective for extracting both polar
and non-polar compounds, are typically straightforward, and cost-
effective, allowing a throughput of ca. 30–50 extractions per day in
a medium size laboratory [88]. The main advantages are simplicity
and effectiveness depending on the solvent used. The large volume
of (toxic) solvents and the lack of automation are amongst the main
pitfalls of this methodology.

Liquid partitioning between the fatty matrix dissolved in hex-
ane and acetonitrile was one of the earliest methods reported for
the isolation of pesticides in food matrices with high-fat content
(i.e. edible oils) [8,89]. Using an appropriate ratio of acetonitrile
to hexane, the insecticides were preferentially partitioned into the
polar acetonitrile layer. The bulk of the lipids remained solubilized
in the non-polar hexane because of their relatively high hydrocar-
bon content. This approach is far from adequate for the clean-up
of samples for pesticide analysis at the levels required by today’s
standards using GC or LC instrumentation. However, it did provide
a basis for further developments.

When liquid partitioning is used, it is just a part of the method
and usually acts with different roles in combination with other
methodologies. For instance:

1. It can be used combined with SPE purification using cartridges
or a dispersive solid-phase clean-up [82].

2. It can be used for preliminary partitioning/fractionation before
GPC, MSPD or other methodologies.

3. It can be used as a single purification stage (using appropriate
solvent combinations)

4. Only as a single liquid–liquid extraction procedure (dirty for veg-
etable oils).

2.2.1.1. Procedures based on liquid partitioning (combined with SPE).
The QuEChERS method (stands for quick, easy, cheap, effective,
rugged and safe) widely extended for fruit and vegetables [82],
have been also applied to fatty vegetable matrices such as avocado,
olives and even olive oil (diluting the matrix with water) [38,39].
This basic procedure is based on a liquid partitioning with acetoni-
trile followed by a dispersive SPE clean-up with primary secondary

amine (PSA) [36,37,82] (Fig. 1). The main advantage of this proto-
col is the relatively low solvent consumption, at least as compared
to previous liquid partitioning based methods. In the case of fatty
matrices, the clean-up was performed using a combination of PSA,
graphitized carbon black (GCB) and C18. Recently, an alternative
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Table 2
Summary of recent methodologies described for the sample treatment and chromatographic determination of pesticide residues in fatty vegetables matrices [15–80].

Matrix Sample treatment and clean-up step Determination Recovery rates (%) Anal. features Ref.

Solvent-based (extraction and clean-up) techniques
Liquid partitioning

Amitrole, dimethoate and
diuron

Olive oil Liquid partitioning of olive oil dissolved in
n-hexane with acetonitrile/H2O (HCOOH 1%) 80:20
(v/v). Direct injection of aqueous extract by LC–MS

LC–MS/MS ESI-QQQ-(+) 70–95% RSD range: 1–8% LOD ≤ 0.01 mg kg−1 [15]

15 organophosphorus
pesticides

Olive oil Liquid partitioning (twice) of olive oil (dissolved in
n-hexane) with acetonitrile saturated with
n-hexane

GC-NPD GC-FID 73–166% RSD range: 2–18% LOD range 0.0001–0.001 mg kg−1 [16]

Dimethoate,
parathion-methyl,
fention, methidathion,
parathion-ethyl

Olive oil Liquid partitioning with acetonitrile and
centrifugation. No clean-up

GC-FID 78–97% RSD range: 2–11% LOQ≤0.05 mg kg−1 [17]

Rotenone Olives Liquid partitioning with acetonitrile HPLC 75–104% RSD: 8% LOD: 0.02 mg kg−1 [18]
Deltamethrin Olives Partitioning with acetone/petroleum ether

dichloromethane using a high-speed blender,
clean-up by partitioning with n-hexane

LC–MS/MS 73–96% RSD range:
1.3–9.6%

LOQ: 0.01 mg kg−1 [19]

13 organophosphorus
insecticides

Olive oil Liquid–liquid partition (twice) (2 g of olive oil
dissolved in 2 mL hexane) with 10 mL of
acetonitrile

GC-NPD 74–118% RSD range: 1–16% LOD range 0.001–0.02 mg kg−1 [20]

Multi-residue of 19
multi-class pesticides

Avocado Extraction by ultrasonication using a methanolic
ammonium acetate–acetic acid buffer followed by
centrifugation. 1:5 dilution (0.2 g commodity mL−1)

LC–MS/MS MRM mode 70–120% RSD range:
non-available

LOQ < 0.02 mg kg−1 [21]

169 multi-class pesticides Soya Extraction with acetone/CH2Cl2 liquid petroleum.
“Dilute and shot strategy” (1:20 dilution)

LC–MS/MS ESI-QQQ-(+ and
−)

70–120%, RSD < 20% (>70%
pesticides)

LOD range:
0.0001–0.002 �g kg−1 LOQ range:
0.01–0.1 mg kg−1

[22]

Diquat and paraquat Olive oil Liquid partitioning (twice): 2 g olive oil dissolved
in 2 mL of n-hexane with 2 mL and H2O 5 mM HFBA

LC-Electrospray-(+)-QQQ-
MS/MS; ion pairing
formation with HFBA

>92% RSD < 7% LOD: 0.004 mg kg−1 [23]

108 multi-class pesticides Avocado Extraction with methanol–water and partition into
dichloromethane

LC-Electrospray-QQQ-
MS/MS (+ and
−)

70–120% RSD range ≤25% LOQ <0.01 mg kg−1 [24]

Liquid partitioning + SPE/MSPD
35 multi-class pesticides Olive oil Olive oil dissolved in n-hexane. Liquid partitioning

with acetonitrile. Clean with Envicarb SPE
cartridge (graphitized non-porous carbon)

GC-ECD GC-NPD 71–107% RSD range:
2.4–12%

LOQ range: 0.002–0.05 mg kg−1 [25]

28 multi-class pesticides Soybean oil Low-temperature fat precipitation, followed by a
clean-up process based on dispersive solid-phase
extraction with PSA and C18 as sorbents and
magnesium sulfate for the removal of residual
water

GC–MS SIM 3 ions 70–110% RSD < 20% LOQ range: 0.02–0.25 mg kg−1 [26]

Dimethoate and fenthion Olive oil Liquid partitioning with acetonitrile saturated with
hexane, followed by clean-up using a C18 cartridge
(C18)

GC-Q-MS (SIM) GC-NPD 78–84% RSD range:
non-available

N/A [27]

Multi-residue of 30
insecticides
(organophosphorus,
organochlorine,
pyrethroids) and 5
triazine herbicides

Olive oil Liquid partitioning with acetonitrile (olive oil
dissolved in hexane), clean-up first with an SPE
Envicarb cartridge and final step with a normal
phase Diol SPE cartridge

GC-ECD GC-NPD 71–107% RSD range:
0.3–5.8%

N/A [28]

Multi-residue of
organochlorine,
organophosphorus and
PCBs

Olive oil Liquid partitioning with acetonitrile:
dichloromethane 95:5, followed by clean-up by
SPE using C18 (500 mg) and Florisil

GC-ECD GC-NPD 88–105% RSD < 5% N/A [29]
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Simazine, atrazine,
propazine,
terbuthylazine, diuron,
oxyfluorfen,
diflufenican and
norflurazone

Olive oil Liquid partitioning with acetonitrile/hexane and
clean-up with Florisil column

GC–MS/MS 90–102% with RSD range:
8–11%

LOQ range 0.04–0.05 mg kg−1 [30]

Azimsulfuron, isoproturon,
pencycuron,
pyrazosulfuron-ehtyl,
chlortoluron, diuron,
chloroxuron,
cyclosulfamuron,
ethoxysulfuron

Soybean Liquid partitioning with acetonitrile, followed by a
clean-up with 2 liquid–liquid extraction with
n-hexane and SPE using C18 cartridges and
acetonitrile as eluting solvent

LC-TOFMS ESI (+) 70–114% RSD range: 2–11% LOD average: 0.0003–0.01 mg kg−1 [31]

52 multi-class pesticides
(non GC amenable): 43
pesticides and 9
pesticide metabolites

Avocado Liquid partitioning with MeOH:water followed by
a clean-up step using SPE HLB

LC–MS/MS ESI-QQQ-(+)
MRM mode

70–110%; RSD < 15% LOQ average <0.01 mg kg−1 [32]

186 multi-class pesticides Soybean; sesame Liquid partitioning with acetonitrile/ethyl acetate.
Clean-up using a PSA/SAX cartridge. Eluent
solvent: acetone-n-hexane (30:70, v/v)

GC–MS SIM; 3 ions Recoveries > 50% for 128
compounds; RSD 4–21%

N/A [33]

Multi-residue of 53
multi-class pesticides

Olives Liquid partitioning with acetonitrile, followed by
clean-up using a Florisil cartridge

LC–MS/MS ESI-QQQ-(+)
MRM mode

70–109% RSD < 20% LOQ range 0.0005–0.01 mg kg−1 [34]

Multi-residue of 18
herbicides and
insecticides

Olives Liquid partitioning with acetonitrile. SPE with
graphitized carbon black (GCB) cartridges

GC-ECD GC-NPD 69–88% RSD range: 1–15% N/A [35]

341 multi-class pesticides Avocado, coconut Ethyl acetate partitioning followed by dispersive
solid-phase extraction clean-up (using PSA and
graphitized carbon black) (clean-up only for the
GC–MS large volume injection method. LC–MS/MS
without clean-up)

LC–MS/MS (140)
ESI-QQQ-(+) GC–MS (201)

74–114% (>92% pesticides)
RSD range: 11–22%

LOQ average: 0.01 mg kg−1 [7]

QuEChERS
229 multi-class pesticides Avocado QuEChERS (liquid partitioning with acetonitrile

followed by a clean-up step based on dispersive
solid-phase extraction with PSA).

GC–MS/MS and LC–MS/MS 70–120% (90–110% for 206
pesticides)

LOQ <0.01 mg kg−1 [36]

32 multi-class pesticides Fatty food with relatively low
fat content (i.e. avocado)

QuEChERS (liquid partitioning with acetonitrile
followed by a clean-up step based on dispersive
solid-phase extraction with PSA)

GC–MS/MS and LC–MS/MS 70–120% RSD ≤15% LOQ <0.01 mg kg−1 [37]

16 multi-class pesticides Olive oil QuEChERS method modified for high-fat content
matrices: liquid partitioning with acetonitrile
followed by clean-up with PSA-GCB-C18

GC–MS and LC–MS/MS 70–109% and RSD < 20%
(GC–MS) 88–130%
(LC–MS/MS); RSD < 10%

N/A [38]

100 multi-class pesticides Olive oil QuEChERS: liquid partitioning with acetonitrile
followed by clean-up with PSA-GCB-C18

ESI-QQ-LIT (QTRAP)-(+) Non-available LOQ range: 0.0002–0.02 mg kg−1 [39]

Liquid partitioning + MSPD
Multi-residue of triazines,

organophosphorus,
organochlorine and
pyrethroids

Olive oil Preliminary liquid partitioning with acetonitrile
saturated with petroleum ether followed by MSPD
extraction with aminopropyl and clean-up with
Florisil

GC-Q-MS (modo SIM)
LC-Electrospray-MS/MS

80–120% RSD < 10% LOD range (LC–MS):
0.0002-0.03 mg kg−1; (GC–MS):
0.003–0.06 mg kg−1

[40]

Herbicides simazine,
atrazine, diuron and
terbuthylazine

Olive oil Preliminary liquid partitioning with acetonitrile
saturated with petroleum ether followed by MSPD
extraction with aminopropyl and clean-up with
Florisil

LC-Electrospray TOF/MS 80–120% RSD <10% LOD range 0.001–0.005 mg kg−1 [41]

Liquid partitioning + low-temperature precipitation
Multi-residue of 17

pesticides (3 triazines
and 14
organophosphorus
insecticides)

Olive oil Liquid partitioning with acetonitrile followed by
low-temperature fat precipitation and removal at
−20 ◦C. Clean-up with Sep-Pak alumina N column

GC-NPD 77–104% RSD range: 7–16% LOD range 0.005–0.04 mg kg−1 [42]
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Table 2 ( Continued )

Matrix Sample treatment and clean-up step Determination Recovery rates (%) Anal. features Ref.

Endosulfan and 5
pyrethroid insecticides

Olive oil Two extraction methods: (a) liquid partitioning
with acetonitrile (olive oil dissolved in hexane); (b)
mix olive oil with acetonitrile and
low-temperature fat removal at −20 ◦C. Final
clean-up with Sep-Pak alumina N column

GC-ECD 71–91% RSD range: 6–17% LOD range 0.02–0.05 mg kg−1 [43]

Acephate, methamidophos
and monocrotophos

Crude palm oil Extraction with acetonitrile, followed by
low-temperature clean-up process (10 ◦C),
followed by a discoloring process using a SPE
cartridge with GCB.

GC 85–109% RSD <15% LOD: 0.01 mg kg−1 [44]

14 organophosphorus
pesticides

Soybean oil; sesame
oil; peanut oil

Extraction with acetonitrile and low-temperature
clean-up

GC-FPD GC–MS Recoveries >50% RSD <15% LOD range: 0.002–0.005 mg kg−1 [45]

Azinphos-methyl,
chlorpyrifos,
�-cyhalothrin,
deltamethrin, diazinon,
dimethoate,
endosulfan and fention

Olives Liquid partitioning with acetonitrile.
Low-temperature fat precipitation clean-up, and
final clean-up with SepPak cartridge (alumina)

GC-ECD GC-NPD Non-available Non-available [46]

19 insecticides and triazine
herbicides

Olives Liquid partitioning with acetonitrile.
Low-temperature fat precipitation clean-up, and
final clean-up with SepPak cartridge (alumina)

GC-ECD GC-NPD 71–99% RSD range: 5–15% Non-available [47]

Liquid partitioning + GPC
100 multi-class pesticides Olive oil Liquid partitioning with n-hexane/acetonitrile

mixture followed by a GPC clean-up
GC–MS/MS QQQ (MRM
mode)

70–110% RSD range: 3–18% LOQ < 0.004 mg kg−1 [48]

Multi-residue of 32
pesticides
(organochlorine,
triazines and
organophosphorus

Olive oil Liquid partitioning with acetonitrile saturated with
hexane followed by GPC clean-up

GC–MS/MS 89–105% RSD range: 4–14% LOQ range 0.0005–0.02 mg kg−1 [49]

Multi-residue of 26
pesticides and
polyciclic aromatic
hydrocarbons

Olive oil Liquid partitioning with acetonitrile saturated with
hexane followed by GPC clean-up

GC–MS/MS (Chemical
Ionization (CI) and Electron
impact (EI) ionization)

84–110% RSD range: 3–7% LOQ range 0.0003–0.03 mg kg−1 [50,51]

65 multi-class pesticides Avocado Liquid partitioning with ethyl acetate:cyclohexane
assisted by high-speed blender; clean-up by GPC;
pressurized liquid extraction also tested

GC–MS/MS 70–110% RSD < 19% LOQ range: 0.00004–0.008 mg kg−1 [52]

Endosulfan sulfate, diuron
and terbuthylazine

Olives Preliminary liquid partitioning (twice) with
petroleum ether, using a high-speed blender
(ultraturrax). Liquid–liquid partition with
acetonitrile saturated with n-hexane. Final
clean-up step with GPC

GC–MS/MS 82–136% RSD range: 5–11% LOQ range 0.0002–0.005 mg kg−1 [53]

32 multi-class pesticides Olives Preliminary liquid partitioning with petroleum
ether, using a high-speed blender (ultraturrax).
Liquid partitioning with acetonitrile saturated with
n-hexane. Final clean-up step with GPC

GC-ECD GC-NPD
GC–MS/MS

82–134% RSD < 16% LOQ range: 0.0001-0.005 mg kg−1 [54]

Liquid partitioning + MAE or PLE
9 organophosphorus

pesticides (dimethoate,
diazinon, pirimiphos
methyl, parathion
methyl, malathion,
fenthion,
chlorpyriphos,
methidathion and
azinphos methyl)

Olive oil Microwave-assisted liquid–liquid extraction with
partition of organophosphorus pesticides between
an acetonitrile–dichloromethane mixture and oil.
Clean-up of extracts was performed with ENVICarb
solid-phase extraction cartridge using
dichloromethane as the elution solvent

GC-NPD and GC–MS/MS
(QQQ) for confirmative
purposes

62–99% RSD < 11% LOQ range 0.007–0.02 mg kg−1 [55]

Abamectin Avocado Microwave-assisted extraction (MAE) followed by
solid-phase extraction (SPE) using a C18 cartridge,
and elution with acetonitrile

LC-fluorescence detection
with derivatization

90–100% RSD < 12% LOD: 0.001 mg kg−1 [56]
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65 multi-class pesticides Avocado Pressurized liquid extraction (PLE) with
acetate:cyclohexane (1:1) as solvent, followed by
clean-up by GPC

GC–MS/MS 72–110% RSD < 19% LOQ range: 0.00004–0.008 mg kg−1 [52]

Sorbent-based (extraction and clean-up) techniques
SPE-based

18 organochlorine
insecticides

Olive oil Solid-phase extraction with Extrelut-3
(Kieselghur); Florisil column clean-up and final
clean-up with Extrelut-1

GC-ECD 72–104% RSD range: 8–11% LOD ≤0.01 mg kg−1 [57]

Multi-residue of
pyrethroids

Soya oil SPE and clean-up with 2 cartridges “on-line”:
Extrelut-3 and a second cartridge mixture of
Extrelut 1 + C18

GC-ECD 80–111% RSD range: 6–33% N/A [58]

7 pyrethroid insecticides
(cypermethrin,
deltamethrin,
fenvalerate, cyfluthrin,
allethrin, cyhalothrin
and permethrin)

Vegetable oils SPE with graphitized carbon black (GCB) cartridges GC-ECD 94–105% RSD range:
1.4–5.2%

LOD ≤0.002 mg L−1 [59]

18 organophosphorus
insecticides

Olive oil SPE extraction with 2 cartridges “on-line”:
Extrelut-3 and C18

GC-NPD 82–110% RSD range: 2–16% LOD range 0.001–0.02 mg kg−1 [60]

15 organochlorine
pesticides

Soya oil; corn oil; olive
oil

SPE extraction with 2 cartridges “on-line”:
Extrelut-3 and C18. Clean-up in a Florisil column

GC-ECD 70–103% RSD range: 3–18% LOQ average <0.020 mg kg−1 [61]

Pyrethroid insecticides
(tetramethrin,
bifenthrin, phenothrin,
cyhalothrin,
permethrin, cyfluthrin,
cypermethrin,
flucythrinate,
esfenvalerate,
fluvalinate and
deltamethrin)

Olive oil; sunflower oil;
corn oil; soybean oil

Solid-phase extraction (SPE) with combined solid
supports phases: treated alumina and C18

GC–MS/MS 91–104% RSD range: 1–10% LOD range 0.0003–0.001 mg kg−1 [62]

Organochlorine,
organophosphorus
(and PCBs)

Olive oil Olive oil dissolved with hexane. Extraction on
Extrelut-QE column; followed by SPE clean-up
with two cartridges (C18 and alumina) SPE

GC-NPD GC-ECD
GC–MS/MS

66–105% RSD range: 5–21% LOQ range 0.001–0.025 mg kg−1 [63]

MSPD
Multi-residue of triazines,

organophosphorus
organochlorine and
pyrethroids

Olives Extraction by MSPD using aminopropyl followed
by clean-up with Florisil column

GC-Q-MS (SIM) LC–MS/MS 80–120% RSD <10% LOD range 0.0004–0.004 mg kg−1

LC–MS/MS and;
0.008–0.08 mg kg−1 (GC–MS)

[40]

Phosmet residues and its
metabolites
(phosmet-oxon,
phthalimide,
N-hydroxymethyl-
phthalimide, and
phthalic acid)

Olives Extraction of olives by MSPD using as sorbent C18

and acetonitrile as eluent
GC–MS SIM mode with
derivatization

65–98% RSD < 12% LOD < 0.06 mg kg−1 [64]

Imazethapyr, imazaquin,
metsulfuron-methyl,
carboxin,
chlorimuron-ethyl, and
tebuconazole

Soybean MSPD as the extraction technique followed by a
clean-up step, using a C8 co-column

HPLC diode array UV
detection

60–120% RSD range: 3–27% LOQ range 0.04–0.08 mg kg−1 [65]

Dimethoate, malathion,
lufenuron, carbofuran,
3-hydroxycarbofuran,
thiabendazole,
difenoconazole and
trichlorfon

Coconut Matrix solid-phase dispersion using C18 as sorbent
material

GC–MS SIM; 3 ions 70–99% RSD < 15% LOD range 0.02–0.17 mg kg−1 [66]
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Table 2 ( Continued )

Matrix Sample treatment and clean-up step Determination Recovery rates (%) Anal. features Ref.

HS-SPME
7 organophosphorus

insecticides
Olive oil Headspace Solid Phase Micro-extraction (with

PDMS fibres)
GC-FID Non available LOD range 5–10 �g L−1 [67]

Multi-residue 13
organophosphorus
(dimethoate, diazinon,
fenitrothion,
malathion, fenthion,
parathion ethyl, methyl
bromophos,
methidathion, ethion)
and metabolites
(omethoate, malaoxon,
fenthion sulfoxide and
fenthion sulfone)

Olive oil Headspace Solid Phase Micro-extraction (with
PDMS fibres)

GC-FID 80–106% RSD < 10% LOD average <0.01 mg kg−1 [68]

Miscelaneous techniques
GPC

Multi-residue of 28
organophosphorus

Edible oils On-line extraction and clean-up by GPC-GC. 0.25 g
of oil is dissolved in cyclohexane and 20 �L
injected in GPC-GC set-up

GPC-GC-FID Non-available LOD average: 0.002 mg kg−1 [69]

Multi-residue of 17
organophosphorus
pesticides

Olive oil On-line extraction, clean-up and determination by
GPC-GC. 1 g of oil is dissolved in ethyl
acetate/cyclohexane and 30 �L injected in GPC-GC
set-up

GPC-GC-NPD 83–103% RSD range: 4–22% LOD range 0.005–0.01 mg kg−1 [70]

Multi-residue of 30
Pesticides
(organochlorine,
organophosphorus,
triazines, pyrethroids,
etc.)

Olive oil 0.5 g olive oil dissolved in 5 mL THF. Direct
extraction and clean-up by GPC

GC-Q-MS (SIM)
LC-Electrospray-Q-MS
(SIM)

3–99% with RSD range:
1.6–30% (GC); 28–91% with
RSD range: 0.5–5% (LC)

Non-available [71]

19 organochlorine
pesticides

Edible vegetable oils 1.25 g olive oil dissolved in 10 mL ethyl
acetate:cyclohexane (1:1). Direct
extraction/clean-up by GPC.

GC-QQQ-MS/MS 63–111% RSD range: 1–18% LOD range 0.0001–0.002 mg kg−1 [72]

LC–GC coupling
Carbaryl, simazine, atrazine,

lindane, diazinon,
fenitrothion, terbutryn,
parathion

Olive oil Extraction and clean-up by on-line coupling
(TOTAD interface) of (reversed phase liquid
chromatography (RPLC) and GC (RPLC–GC)

RPLC-GC-FID 19–92% RSD range: 4–9% LOD: 0.1–0.3 mg L−1 [73]

Chlorpyrifos, diazinon,
fenitrothion,
phenthoate, parathion,
ethion, and fenthion
(organophosphorus),
and atrazine and
simazine (triazines)

Olive oil Extraction and clean-up by on-line coupling
(TOTAD interface) of RPLC and GC (RPLC-GC)

RPLC-GC-FID Non-available Non-available [74,75]
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Fenitrothion, parathion,
diazinon, chlorpyrifos,
methylchlorpyrifos,
malathion, phenthoate,
ethion
(organophosphorus),
simazine (triazine),
�-endosulfan,
�-endosulfan,
endosulfan sulphate,
lindane
(organochlorine)

Olive oil Extraction and clean-up by on-line coupling
(TOTAD interface) of RPLC and GC (RPLC–GC)

RPLC-GC-NPD
RPLC-GC-ECD

Non-available LOD range: 0.001–0.09 mg L−1

(NPD detector) and
0.001–0.09 mg L−1 (ECD detector)

[76]

Chlorpyrifos, fenitrothion,
methidathion,
parathion, lindane,
carbaryl, atrazine,
terbutryn

Olive oil Extraction and clean-up by on-line coupling
(TOTAD interface) of RPLC and GC (RPLC–GC)

RPLC-GC-NPD Non-available LOD: 0.18–0.44 mg L−1 [77]

Diazinon,
methylchlorpyrifos,
malathion,
fenitrothion,
chlorpyrifos, parathion,
phenthoate,
chlorfenvinphos,
methidathion, ethion,
captan, oxyfluorfen,
�-endosulfan,
�-endosulfan, and
lindane

Pistachio nut, peanut, walnut,
hazelnut, sunflower seed

On-line coupling of RP-HPLC and GC GC Non-available LOD range: 0.0001–0.06 mg kg−1 [78]

Supercritical fluid extraction
Multi-residue of

organochlorine and
organophosphorus
pesticides

Edible oils Supercritical fluid extraction. Clean-up using a
Florisil cartridge

GC-ECD GC-NPD 0–171% RSD (%)
non-available

Non-available [79]

303 multi-class pesticides Soybeans Supercritical fluid extraction with carbon dioxide
followed by column purification using an
Envicarb/NH2 cartridge

GC–MS 70–120% for more than 80%
of the pesticides. RSD < 10%

LOQ <0.05 mg kg−1 [80]
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Fig. 1. Schematic procedure of QuEChERS modified fo

rocedure similar to QuEChERS, but performed the clean-up step
sing SPE in cartridges (so that it can be easily automated) has been
eported [11]. It offers advantages in terms of solvent consumption
nd increased automation of the procedure.

A similar approach was proposed by Garrido-Frenich et al. [34],
sing QuEChERS-based liquid partitioning (acetonitrile), but the
lean-up is performed with a Florisil cartridge instead of PSA, prior
o liquid chromatography tandem mass spectrometry (LC–MS/MS).
hey analyzed low-fat vegetables using the QuEChERS procedure
ithout clean-up, but when dealing with high-fat content sam-
les such as olives, it was necessary to add a clean-up step after
he acetonitrile extraction despite lipids are not supposed to be
ery soluble in this solvent. The authors proposed the use of Florisil
lean-up, obtaining clean extracts after passing the raw acetonitrile
xtract through the cartridge. The same clean-up strategy was pro-
osed by Aramendia et al. for olive oil samples, but using hexane to
issolve the matrix prior to partitioning with acetonitrile [30].

Klein and Alder proposed a simple multi-residue method for the
C–MS/MS determination of 108 pesticides based on partitioning
ith methanol and water, centrifugation and final clean-up using a
hemElut cartridge with dichloromethane as eluting solvent [24].
ernández et al. proposed a similar extraction procedure for the
ulti-residue determination of 52 pesticides in avocado using a

artitioning with methanol:water (80:20, v/v) with 0.1% formic acid
ollowed by a clean-up step using hydrophilic–lipophilic balanced
olymer-based reverse phase cartridges (Oasis HLB). In this study,
everal of the less polar compounds – the late eluting analytes
showed low recoveries (<60%) in avocado samples, this related

robably with the high-fat content, which somehow did not fit well
ith the chosen solvent. This example illustrates the difficulties on

he development of a unique procedure for the extraction of a wide
ange of pesticides with different physical properties (i.e.: polarity
nd/or lipid solubility).

Hirahara et al. proposed a method for 186 pesticides in crops by
as chromatography/mass spectrometry using acetonitrile as sol-
ent [33]. After a preliminary clean-up based on partitioning with
-hexane, a clean-up was performed using a minicolumn with an
trong anion exchanger (SAX) and PSA minicolumn. Sometimes,
he best strategy to avoid or minimize clean-up stages and also

atrix-effects is simply diluting the sample extract, to avoid these
roblems but keeping enough sensitivity in order to meet the tar-
eted regulatory requirements. This can be undertaken when using
ophisticated instrumentation. An example of this strategy was
escribed by Pizzuti et al. for the determination of 169 pesticides
n soya grain by LC–MS/MS [22]. A 1:20 dilution of the extracts was
roposed. Samples were mixed and extracted with a mixture of ace-
one, dichloromethane and light petroleum with anhydrous sodium
ulfate using a Polytron high-speed blender. The final extracts, with
corresponding concentration of 0.05 g soya mL−1, were directly
-fat content vegetable matrices. For details, see [38].

analyzed by LC–MS/MS, without further clean-up step. This is a reli-
able solution only if sensitivity is not an issue, because of the use of
sensitive sophisticated tandem mass spectrometry instruments.

A straightforward approach was proposed by Granby et al.
[21]. The authors proposed a multi-residue method (based on
LC–MS) of 19 multi-class pesticides in avocado using a sim-
ply liquid–liquid extraction by ultrasonication using methanolic
ammonium acetate/acetic acid buffer, and final centrifugation.
No further clean-up was required. Recoveries between 70% and
120% were obtained. Results from participation in three inter-
comparisons proved the accuracy of the method. As the analytical
procedure does not include any concentration or clean-up steps, it
is easy, and fast to perform, making it applicable for routine analy-
sis in pesticide monitoring programs. The key of the procedure was
the negligible matrix-effect due to the partial dilution of the sample
(just 0.2 g commodity per mL of extract).

These later straightforward procedures are more complex to
implement in the case of edible oils, which often requires various
clean-up stages, owing to the inherent complexity of the sample
due to the high-fat content.

Amvrazi et al. reported a comprehensive study on differ-
ent extraction procedures based on liquid partitioning for the
multi-class determination of 35 pesticides in olive oil [25]. For
the development of the final extraction method, three differ-
ent extraction procedures (a) partition of pesticides between
acetonitrile–hexane solution of the oil; (b) partition between satu-
rated acetonitrile with hexane–hexane saturated with acetonitrile
solution of the oil; and (c) partition between acetonitrile–oil)
were tested for the optimization of the highest recoveries with
the lowest oil residue and a series of experiments for the esti-
mation of the efficiency of different clean-up procedures were
performed. Liquid–liquid extraction of the oil solution in hexane
with acetonitrile followed by a solid-phase extraction clean-up of
the extract using Envicarb (GCB) gave the best results for the tar-
get organophosphorus and triazine compounds (see Fig. 2). For the
determination of pyrethroids, and organochlorine compounds, the
acetonitrile extract (from the Envicarb) was additionally cleaned
through a Diol-SPE cartridge.

2.2.1.2. Liquid partitioning combined with low-temperature fat
precipitation. Liquid–liquid partitioning combined with low-
temperature fat precipitation is a simple combination that has been
proposed for pesticide residue analysis in fatty vegetable matrices.
This procedure was proposed for the determination of endosul-

fan and pyrethroid insecticides in olive oil [42,43]. Another sample
treatment method for pesticide analysis in fatty matrices (soybean
oil, peanut oil and sesame oil) was proposed for the determination
of 16 organophosphorus pesticides using partitioning with acetoni-
trile and low-temperature clean-up (using tubes stored overnight
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Fig. 2. Study of different liquid–liquid extraction and clean-up procedures for
the determination of pesticides in olive oil. Evaluation of co-extracted lipid con-
tent. For details, see [25]. (a) Co-extraction of lipids in liqud–liquid extraction
procedures for the isolation of pesticides from olive oil. Comparison between
different liquid–liquid extraction procedures: (1) partition of pesticides between
acetonitrile–hexane solution of the oil (LLE1); (2) partition between saturated ace-
tonitrile with hexane–hexane saturated with acetonitrile solution of the oil (LLE2);
and (3) partition between acetonitrile–oil (LLE 3); (b) remaining lipid content after
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2.2.2. Sorbent-based (extraction and clean-up) techniques
With the exception of headspace solid-phase microextraction

(HS-SPME) and MSPD, the primarily role of SPE-based method-
ologies in sample treatment protocols for fatty vegetables is as
PE clean-up. Comparison of different SPE-based clean-up procedures for the isola-
ion of pesticides from olive oil: 4 SPE cartridges were tested to optimize the clean-up
rocedure following selected LLE1: Envicarb, Alumina, Florisil and C18. For details,
ee text.

t −20 ◦C) [45]. The same authors proposed the same approach for
8 multi-class pesticides by gas chromatography–mass spectrom-
try (GC–MS), but using an additional clean-up based on dispersive
olid-phase extraction with PSA and C18 as sorbents and magne-
ium sulfate for the removal of residual water (these steps similar
o QuEChERS) [26]. Yeoh et al. proposed a method for determin-
ng pesticide residues in crude palm oil using acetonitrile and a
lean-up with low-temperature precipitation and a SPE step with
arbograph (GCB) [44].

.2.1.3. Microwave-assisted extraction. All the solvent-based meth-
ds are based on liquid–liquid extraction performed by a
echanical or manual shaking, which hampers the throughput of

he developed methods. Microwave-assisted extraction (MAE) is
ell suited for routine analysis and offer a considerable reduction

n time and solvent consumption, and high-throughput of sam-
les. MAE has been successfully applied to extraction of organic
ompounds from solid or semisolid matrices [90,91]. That early
evelopment has resulted in specialized microwave instruments
rovide temperature-controlled, closed-system operation, permit-
ing the processing of many samples simultaneously. Recently, MAE
as been proposed for the extraction of pesticide residues in avo-
ado, avocado oil and olive oil [55,56]. Fuentes et al. proposed a
ethod using MAE to assist the liquid–liquid extraction of pesti-

ides in avocado oil and olive oil [55]. An additional clean-up step

sing an Envi-carb SPE cartridge was proposed. The method is rel-
tively simple, low solvent-consuming and has a good throughput
f samples (10 samples can be analyzed in 4 h). Hernández-Borges
t al. proposed a MAE of abamectin residues in avocado [56].
omogenized avocado samples were extracted once with 20 mL
ta 79 (2009) 109–128 119

acetonitrile:water 4:1 (v/v) in a microwave oven for 26 min at
700 W with a maximum temperature of 80 ◦C. An additional clean-
up step was performed using a C18 SPE cartridge.

2.2.1.4. Pressurized liquid extraction. A relatively new automated
extraction method is pressurized liquid extraction (PLE), also
called accelerated solvent extraction (ASE) which is based on a
extraction under elevated temperature (50–200 ◦C) and pressure
(500–3000 psi) conditions for short time periods (5–10 min) [92].
This technique has been used for pesticide extraction in complex
matrices as foods, vegetables, fruits, fish, and tissues [93–97]. In PLE
(Fig. 3), a solid sample is packed into the extraction cell and ana-
lytes are extracted from the matrix with conventional low-boiling
solvents or solvent mixtures at elevated temperatures up to 200 ◦C
and pressure (30–200 atm) to maintain the solvent in the liquid
state.

A very interesting feature of this technique is the possibility
of full automation and many samples can be extracted sequen-
tially. However, the extraction efficiency of ASE is dramatically
influenced by extraction pressure and temperature conditions. In
addition, sample matrix-effects also affect the extraction efficiency.
Therefore, the extraction behavior of ASE is not plain and the
optimization of operating conditions is laborious. Another weak-
ness of ASE is that, when using hydrophobic organic solvents,
the presence of relatively high water percentages in the sample
strongly decreases analyte extraction efficiency, as water hinders
contact between the solvent and the analyte. Fernandez-Moreno
et al. evaluated the use of ASE extraction for the determination
of pesticides in avocado using gas chromatography tandem mass
spectrometry (GC–MS/MS) [52]. They found satisfactory results
on the extraction of avocado samples, with recovery rates simi-
lar to those obtained with conventional liquid partitioning with
a high-speed blender (polytron). The main problem was the need
to perform a desiccation step in order to increase the penetration
of the solvent in the matrix. The procedure involving conditioning
the hydromatrix material overnight was found to be less con-
venient that liquid partitioning with polytron, in terms of cost,
simplicity and reduced sample pre-treatment, even taking into
account the advantaging automation capabilities of PLE instru-
ments.
Fig. 3. Schematic experimental set-up of a pressurized liquid extraction system.
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lean-up tool. SPE is usually performed in a column/cartridge in
rder to remove interfering species.

.2.2.1. Solid-phase extraction. Solid-phase extraction is one of the
ost popular techniques in sample preparation [98]. In the case

f fatty vegetable matrices, it has been used mainly for clean-up
urposes. Amongst the advantages of SPE over liquid partitioning
rocedures are higher precision and throughput, and lower sol-
ent consumption, avoiding also the formation of emulsions, which
re often time-consuming. Additionally, SPE can be easily incorpo-
ated into automated analytical procedures with relatively simple
nd inexpensive equipment, which can lead to greater accuracy and
recision and higher laboratory throughput [98]. The main issue in
ethod development in SPE stages is the choice of sorbent mate-

ial and the elution protocol. Typical sorbents for SPE are shown in
able 3.

A plethora of methods have been developed so far for fatty veg-
table matrices using SPE (Table 2). Most of the methods reported
sually combine a preliminary small-scale liquid–liquid partition-

ng of sample (removing 80–90% of fat content of the matrix) with
subsequent SPE cartridge clean-up. The combination of these

echniques reduce the lipid content of the final extract to a level per-
itting reliable quantification by GC or LC with selective detection.
lthough several types of adsorbents were available, early method
evelopment was centered on the use of Florisil (magnesium sil-

cate) columns [89]. Other materials commonly applied to lipid
ample clean-up include alumina and silica gel. All of these materi-
ls function as polar sorbents which strongly retain the polar lipids
hen eluted with organic solvents of relatively low polarity. Fat

xtracts are typically placed on these columns in non-polar solvents
nd the analytes are eluted with solvents of increasing polarity. As
he solvent polarity is increased, lipids begin to co-elute. Hence,
he effectiveness of clean-up for a particular analyte is dependent
pon the solvent strength required for its elution. These adsorp-
ion methods are therefore most useful for analytes of relatively
ow polarity, e.g., many organochlorine pesticides and polychlori-
ated byphenyls (PCBs). For more recent polar pesticides different
orbents and combinations of them have been proposed by sev-
ral authors. Some of the procedures are performed in the same
tep of the liquid partitioning (i.e. dispersive solid-phase extrac-
ion (QuEChERS) [82]) or can be performed passing the extract from
iquid partitioning through a cartridge containing a sorbent, which
deally only retain potential interfering species [11]. In this step, the
se of an appropriate eluting solvent is also an important aspect in
he method development.

Florisil, alumina, silica, C18, vinylbenzene polymers, and carbon,
lthough useful for particular classes of pesticides, were found to
e inadequate for clean-up of matrices and the recovery of a diverse

ist of pesticides [99,100]. Recent sample treatment protocols focus
n the use of either a unique sorbent or the combination of two
r more commercially available SPE sorbents for clean-up [101].
hese approaches include the use of PSA alone [82], PSA and C18
dsorbents for dispersive SPE [37], GCB alone [102], the combi-
ation of GCB and PSA columns as the dual layer SPE cartridges
103–105], the combination of GCB and aminopropyl as the dual-
ayer SPE cartridges [106] [107], the combination of SAX and PSA as
he dual-layer SPE cartridges [108], the combination of GCB, PSA and
AX columns as the tri-layer SPE cartridges [109,110] and the com-
ination of C18 and ENVI-Carb (GCB)/NH2 [111]. Other SPE clean-up
pproaches include the sole use of PSA [102], combinations of
CB and PSA [103–105,109], GCB and aminopropyl [106,107], GCB,

SA and SAX [103,110], and polystyrene divinylbenzene (PDB) and
iethylaminopropyl (DEA) [110].

In a recent report, Shimelis et al. [101] evaluated the perfor-
ance of different sorbent for clean-up of fatty vegetable matrices.

he authors highlighted the use of dual-layer SPE, using a combi-
ta 79 (2009) 109–128

nation of PSA with GCB for sample clean-up during multi-residue
pesticide screening of agricultural and food products. The retention
of fatty acids by the PSA sorbent was quantified and the effect of the
elution solvent on the retention of fatty acid on the SPE cartridge
was evaluated. The use of stronger elution solvents to elute certain
pesticides from graphitized carbon was shown to interfere with the
capacity of PSA to bind fatty acids. The ability of the PSA to retain
fatty acids was found to be highly dependent on the conditioning
and elution protocols. A necessity to use a stronger solvent in order
to elute planar pesticides from dual-layer GCB/PSA SPE weakens
the capacity of the PSA for removal of fatty acids from samples.
Therefore, practical applications of dual-layer GCB/PSA cartridges
should be limited to food samples with lower levels of fatty acids. A
suitable protocol was tested using GCB/PSA dual-layer SPE to clean-
up several food matrices and to simultaneously screen multiple
fortified pesticides with a wide range of physico-chemical prop-
erties. With a few exceptions, pesticide recoveries were between
85% and 110%, and sample-to-sample differences of less than 5%
were achieved, demonstrating the versatile suitability of the dual-
layer SPE to sample clean-up. Another study reported by He and Liu
[112] investigated the influence of elution protocols on the capacity
of PSA for removal of fatty acids. The authors reported that the use of
toluene, hexane and/or acetone in the elution severely reduces the
capacity of PSA for removal of fatty acids. They suggested that the
applications of GCB/PSA dual layer should be limited to non-fatty
foods and/or food with a low amount of fat because fatty acids make
severe interference with GC–MS determination of some pesticides.

2.2.2.2. Matrix solid-phase dispersion. As shown in Fig. 4, matrix
solid-phase dispersion is a SPE based strategy in which a fine disper-
sion of the matrix is mixed with a sorbent material (C18, alumina,
silica, etc.) with a mortar and a pestle [113–116]. Usually, solid sam-
ples are prepared for subsequent extraction and/or clean-up by
a stepwise process that begins with the disruption of the sam-
ple. After blending, the sorbent material is often packed into a
minicolumn, where the analytes are eluted by a relatively small
volume of a suitable eluting solvent. Many MSPD procedures also
employ “co-columns” to obtain further fractionation and to achieve
a better removal of matrix interferences. The co-column material
(Florisil or silica, in example) is packed into the bottom of the same
column of the sorbent, cleaning the sample as it elutes from the
MSPD sorbent–matrix mixture. Addition of eluting solvent to the
column may be preceded by use of some or all of the solvent to
backwash the mortar and pestle. Most applications have utilized
5–10 mL of solvent to perform analyte extraction. Evidence from
some studies indicates that most target analytes are eluted in the
first 4 mL of extractant, provided that 0.5 g of the sample is mixed
with 2 g of the solid support. The main advantages of MSPD pro-
cedure compared to other extraction techniques are as follows:(1)
the analytical protocol is simplified and shortened; (2) the possibil-
ity of emulsion formation is eliminated; (3) solvent consumption is
substantially reduced; and (4) the extraction efficiency of the ana-
lytes is enhanced as the entire sample is exposed to the extractant.
An interesting feature of the MSPD technique is that it can be used
for extracting analytes from both solid and liquid foods. The main
disadvantage is the lack of automation of the procedure.

Ferrer et al. proposed a simple sample preparation strategy
for the multi-residue determination of pesticides in olives based
on MSPD using aminopropyl as sorbent material and acetonitrile
as eluting solvent followed by identification and quantitation by
GC–MS and LC–MS/MS [40]. A similar approach was also proposed

for the same determination on olive oil samples, using an addi-
tional preliminary partitioning with acetonitrile saturated with
petroleum ether. Due to the complexity of the sample, the clean-up
step prior to analysis was mandatory, particularly in olive sam-
ples. The developed protocol included a clean-up step using a
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Table 3
Main characteristics of sorbents used for pesticides in fatty matrices.

Sorbent (raw or SPE cartridge) Structure/formula Sorbent material Retention mechanism

Alumina-N (N-alumina) Al2O3 Crystalline chromatographic
alumina for neutral pH (6.5)

Adsorption

LC-Florisil MgSiO2 Magnesium silicate Adsorption

LC-C18 Polymerically bonded octadecyl
endcapped (10% C) silica

Reversed phase

Envi-CarbTM, Carbograph
Extract-CleanTM (graphitized
carbon black – GCB)

Graphitized non-porous carbon.
Carbon surface comprised of
hexagonal ring structures
interconnected and layered into
graphic sheets

Adsorption/reversed phase

Diol bonded silica (Diol) Polymerically bonded
2,3-di-hydroxypropoxy-propyl (7%
C) silica

Normal phase

Strong anion exchange (SAX) A polymerically bonded
quarternary amine that remains
positively charged at all pH levels.
Selectivity can be modified by
changing the counter ion with the
appropriate buffer during
conditioning.

Anion exchange. Improved
retention of weaker anions (e.g.,
carboxylic acids)

ExtrelutTM SiO2·nH2O Inert diatomaceous earth: specially
processed wide-pore kieselguhr
with a high pore volume;
chemically inert; naturally
occurring product.

Absorption. For lipophilic
compounds in aqueous samples.

Primary secondary amine (PSA) Polymerically bonded PSA phase
(5% C) silica

Normal phase or weak anion
exchange

Oasis HLB Hydrophilic–lipophilic balanced
copolymer (HLB) of
N-vinylpyrrolidone and

Adsorption/reversed phase. Wide
range of analytes with different
polarities
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o-column packed with an appropriate sorbent material. Three dif-
erent materials were evaluated for clean-up: Florisil, silica and
lumina. Alumina was discarded, because of the low effectiveness
n removing matrix interferences. Both silica and Florisil yielded
imilar cleanliness of the extracts, but the recoveries using Florisil
ere found to be higher for the studied pesticides (triazines and

ndosulfan).
Cunha et al. proposed a similar approach for the determina-

ion of phosmet and its metabolites in olives using C18 and MgSO4
s sorbent and acetonitile as eluting solvent [64]. They found
hat C18 and MgSO4 as matrix sorbents have advantageous effects
n extraction yields compared with polar sorbents such as sil-

ca, alumina, Florisil or aminopropyl. No additional clean-up step
as proposed. Maldaner et al. proposed a method for the deter-
ination of six pesticides in soybeans using MSPD with silica

nd a clean-up step with C8 co-column using ethyl acetate and
ethanol as eluting solvent. The additional clean-up step was
divinylbenzene

proposed because the extracts obtained contained relatively large
quantities of co-extracted fat and proteins [65]. Silva et. al pro-
posed a simple and effective extraction method based on MSPD
to determine dimethoate, malathion, lufenuron, carbofuran, 3-
hydroxycarbofuran, thiabendazole, difenoconazole and trichlorfon
in coconut pulp using gas chromatography–mass spectrometry. Dif-
ferent parameters of the method were evaluated, such as type of
sorbent (C18, alumina, silica-gel and Florisil), the amount of sorbent
and eluent (dichloromethane, acetone, ethyl acetate, acetonitrile, n-
hexane and n-hexane:ethyl acetate (1:1, v/v)). The best results were
obtained using 0.5 g of coconut pulp, 1.0 g of C18 as dispersant sor-
bent, 1.0 g of Florisil as clean-up sorbent and acetonitrile saturated

with n-hexane as eluting solvent.

2.2.2.3. Head-space solid-phase microextraction (HS-SPME). Solid-
phase microextraction (SPME) is an extraction technique intro-
duced by Pawlyszyn [117–120] as an alternative to other extraction
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Fig. 4. Schematic procedure of m

ethods, because it integrates sampling, extraction, concentration
nd sample introduction into a single step without the use of a sol-
ent. In SPME, the extraction of the target analytes from the sample
atrix to the fibre happens either directly (with the coated fibre

mmersed in the liquid sample (direct SPME) or in the headspace
this technique known as HS-SPME [121]). In HS-SPME, the coated
bre is suspended above the sample in a vial. After equilibrium

s reached (a good exposure time takes 15–25 min), the fiber is
ntroduced into the injection port of a GC instrument, where ana-
ytes are thermally desorbed and analyzed. Factors influencing the
xtraction step include fiber type, extraction time, ionic strength,
ample pH, extraction temperature and sample agitation. Variables
ffecting the desorption step include temperature, desorption time,
ocusing oven temperature. In contrast, complex matrices like edi-
le oils do not allow a direct extraction being only HS-SPME an
ppropriate alternative. This methodology has been proposed for
he analysis of organophosphorus pesticide residues in olive oil
67,68].

Tsoutsi et al. [67] proposed HS-SPME for the determination
f 7 organophosphorus insecticides in olive oil samples. In this
ork the extraction capacity of four fiber coatings were evalu-

ted: polyacrylate (PA 85 �m), carbowax-divinylbenzene (CW-DVB
5 �m), polydimethylsiloxane (PDMS, 65 �m) and polydimethyl-
iloxane (PDMS, 100 �m), which was found that provided the
etter recovery rates for the studied pesticides. The parameters
ffecting the HS-SPME process such as temperature, extraction
ime, addition of salts and stirring rate were optimized. The same
uthors reported another study with 13 organophosphorus insecti-
ides (including four metabolites) [68]. Six different sorbents were
valuated for the fiber coating: carboxen/polydimethylsiloxane
5 �m (CAR/PDMS, 75 �m), carboxen/polydimethylsiloxane 85 �m
CAR/PDMS, 85 �m), polydimethylsiloxane divinylbenzene 65 �m
PDMS-DVB, 65 �m), polydimethylsiloxane 7 �m (PDMS, 7 �m),
olydimethylsiloxane 30 �m (PDMS, 30 �m) and polydimethyl-
iloxane 100 �m (PDMS, 100 �m) (selected). After the extraction,
he thermal desorption of the analytes was achieved by inserting
he fibre into the injection port and held at 250 ◦C for 7 min. No carry
ver effect was detected after that time. The HS-SPME method was
roven to be a suitable tool for quantitative/qualitative analysis of

rganophosphorus insecticides in olive oil. However, in this later
tudy, they reported the occurrence of matrix-effects (even using
S-mode), which might affect the accuracy of these methods for
uantitation purposes, being necessary the use of matrix-matched
tandards.
solid-phase dispersion (MSPD).

Amongst the advantages it should be mentioned the higher
automation degree compared to other more laborious protocols.
The procedure can be completely automated using an autosampler
with HS-SPME equipment. Other advantages of HS-SPME are the
inherent high sensitivity and the absence of solvents and sample
pre-treatment required, thus minimizing of sample manipulation
and contamination. Main disadvantages include poor fibre-to-
fibre reproducibility, and poor precision and ruggedness on the
determinations. The technique is limited to relatively volatile com-
pounds, and matrix-effects showed up in complex matrices. Finally,
relatively expensive consumables and a dedicated and careful opti-
mization of different experimental conditions and parameters are
required, making HS-SPME not straightforward for multi-residue
methods.

2.2.3. Gel-permeation chromatography
GPC is an established method for the fractionation and/or clean-

up of fatty matrices of both plant and animal origin [89]. It is
generally recommended for purifying extracts obtained from com-
plex samples. GPC is one of the more widely extended technique
in routine laboratories for the analysis of pesticides residues in
vegetable oil, generally after a preliminary liquid–liquid partition
with acetonitrile, using GC analysis with different detectors (ECD,
NPD and MS) [8] (see Table 2). There are methods based on the
direct extraction and clean-up of pesticides from olive oil with-
out liquid–liquid partition step, only by means of GPC. However,
in order to enlarge the life of the columns and chromatographic
systems – in both the extraction and determination steps – and to
obtain cleaner extracts it is highly recommendable to perform the
partitioning step prior to GPC. The experimental set up required
for a GPC method is represented in Fig. 5a. An aliquot of a veg-
etable oil, dissolved in an apolar solvent or an aliquot form the
extract obtained in a preliminary partitioning step (i.e. with ace-
tonitrile saturated with hexane) is injected in the GPC system. The
selected fraction containing the pesticides is collected and after
solvent exchange step, the sample analyzed by chromatographic
techniques. These GPC systems comprises a LC pump a fraction
collector and a detector (optional). The columns are made from
polymeric porous microspheres, which enables the separation of

compounds according to their molecular weights. Using this prin-
ciple, pesticide fraction is separated from the high molecular weight
triglycerides fractions.

GPC-based methods provide good recovery rates for a large
number of pesticides and can be easily implemented – at least the
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ig. 5. (a) GPC set up; (b) GPC chromatograms at 254 nm of: (a) a blank avocado sam
t 50 �g kg−1. Adapted from [52] with permission.

PC step – in an automated fashion, using appropriate software
nd a fraction collector. Therefore, the high degree of automation
s the key advantaging feature of this method, particularly com-
ared with other manual methods (e.g. liquid–liquid extraction).

n contrast, the main drawback is the partial overlapping between
he pesticide fraction and the components from the matrix (mainly
riglycerides). It is difficult to setup optimized conditions to fully
esolve the pesticide fraction from the matrix, even using high-
erformance GPC columns. For this reason, an additional clean-up
n Florisil is usually included after GPC step. GPC has been used
or a wide range of fatty vegetable matrices such as vegetable oils
48–51,69–72], avocado [52] or olives [54].

As an example, the GPC separation of pesticides from avocado
s shown in Fig. 5b [52]. Matrix interferences eluted about 9 and
0 min, and the pesticides eluted between 15 and 22 min. From 15
o 22 min eluted about the third part of the matrix components
verlapping with the pesticide signal. A more efficient GPC separa-
ion of the fat and target pesticides was not achieved, even changing
he mobile phase composition (studied in the range 25/75–75/25
v/v) ethyl acetate:cyclohexane) and flow (varied between 1 and
mL/min). The starting of the fraction collected was set at 15 min
ecause later times did not recover all the target pesticides. An
dditional carbofrit-guard column system was proposed to enable
he analysis of large number of samples and to protect the chro-

atographic system [52]. Normally, the fractionation time interval
s selected in order to yield a clean extract despite some of the
esticides under study will not be fully recovered. In addition,
he acquisition and maintenance costs of the instrumental and the
arge amount of toxic solvents consumed per analysis are important
rawbacks of this methodology.

In order to increase the throughput and automation of extrac-
ion methods, on-line GPC–GC coupling was proposed [69,70,122].
he pesticide-containing fraction (monitored by a UV detector)
rom the GPC fractionation step was transferred on-line to the gas

hromatograph using a loop-type interface. After solvent evapo-
ation through the solvent vapor exit, subsequent GC separation
nd detection was performed. Another similar approach based on
he coupling of GC with semi-preparative chromatographic tech-
iques is on-line coupling of reverse phase liquid chromatography
d (b) a blank avocado sample spiked with a standard mixture of the target pesticides

and gas chromatography (LC–GC) using a TOTAD (total oven trans-
fer adsorption–desorption) interface. In coupled LC–GC, the specific
components of a complex matrix are prefractionated by LC and then
transferred on-line to the GC system for analytical separation and
detection. In this way, the LC step replaces the sample preparation
steps, including extraction, clean-up, and concentration, which are
time-consuming, use a large amount of toxic organic solvent, and
frequently involve errors and analyte loss.

Automated coupled on-line LC–GC systems have as main advan-
tage the higher degree of automation as compared to other
methodologies. This is particularly important when a large num-
ber of samples require analysis. This LC–GC methodology has been
extensively described for the analysis of pesticide residues in olive
oil and other fatty vegetable matrices (nuts, pistachio nut, hazelnut
peanut, etc.) [73–78,123]. However, the solvent consumption is still
higher than desirable and the instrumentation is expensive with a
complex assembly.

2.2.4. Supercritical fluid extraction (SFE)
Carbon dioxide has been by far the most used supercritical fluid

for extracting a variety of pesticides from solid matrices, such as
soil, sediments, vegetables, animal tissues and foodstuffs [124].
The main advantages are the use of non-toxic, non-flammable,
inexpensive fluid (such as CO2), the automation due to the instru-
ments available for that purpose and also the ability of being
coupled to chromatographic systems. Finally, relatively selective
and fast extraction procedures can be performed by modifying
the density of the supercritical fluid. Increasing the density of
the fluid increases the extraction yield of high molecular weight
compounds. The density of the fluid can be varied by varying its
temperature and pressure. However, nowadays the use of SFE has
decreased dramatically during the last years, due to the high cost
of the instrumentation and the difficulties in method development
concerning the optimization of the extraction conditions on the

sample.

SFE is conceptually not difficult to perform. The extraction vessel
is filled with a sample and placed in a heated extraction chamber. A
pump is used to supply a known pressure of the supercritical fluid to
an extraction vessel which is thermostated at a temperature above
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ig. 6. Example of a large-scale multi-residue method for the analysis of 100 mul
lectrospray ionization in positive ion mode. Extracted ion chromatogram corresp
eproduced from [39] with permission.

he critical temperature of the supercritical fluid. During the extrac-
ion, the analytes are removed from the bulk sample matrix into the
uid and swept into a decompressing region. Here, the supercritical
uid becomes a gas and is vented, while analytes abandoning the
as are collected in a vial containing a small volume of a suitable
olvent such as methanol (so-called solvent mode). A variation of
his scheme is that of substituting the collecting liquid at the out-
et of the extractor with a sorbent cartridge such as C18 (so-called
orbent mode).

The extraction of hydrophobic compounds from complex matri-
es containing sugar, proteins, and fat can be achieved almost
uantitatively, but polar molecules give poor recovery rates [79].
he recovery of these compounds can be improved significantly
y adding of a modifying solvent, such as methanol or acetonitrile
81]. Scarcely any recent literature is available on the use of SFE for
etermining pesticides in fatty vegetable matrices. Ono et al. devel-
ped a multi-residue method for the determination of over 300
esticides in soybeans using SFE and GC–MS, obtaining recover-

es between 70% and 120% for 245 out of the 303 compounds tested
80]. Carbon dioxide was used as a supercritical fluid and acetone as
ollection solvent. An additional clean-up step was required for soy-
ean samples using a C18 cartridge and after that an Envicarb-NH2
artridge column. Despite its selectivity and automation capabili-
ies, the interest in SFE has decreased dramatically, mainly due to
he high cost of the instrumentation and the critical dependence of
he extraction conditions on the sample, leading to time-consuming
nd complex optimization procedures and difficulty in using this
echnique routinely.

. Identification and quantitation of pesticides in fatty
egetables

The identification of pesticides in vegetable samples with high-
at content is a difficult task, which requires selective techniques,
ecause interfering species from the matrix often mask the signal of

he target compounds [8]. For these reasons, the use of chromato-
raphic techniques coupled with mass spectrometric detection
s usually the choice. Along with chromatographic methods we
hould mention that the development of screening methods for the
ame purposes but using immunoanalytical techniques is a valu-
s pesticides in olive oil by LC–MS/MS using a QTRAP analyzer in MRM mode and
g to 202 MRM transitions at a 10 ng g−1 concentration for an extract of olive oil.

able approach. Interesting ongoing research on the development of
fast methodologies for the screening of pesticide residues in fatty
matrices using immunoalytical techniques has been accomplished
[125–127] although they are not covered in detail in the present
review.

Separation techniques such as LC and GC are well suited for the
analysis of complex multi-component samples such as food. How-
ever, the analysis of food matrices requires well-designed sample
preparation procedures. The raw extract that is obtained after the
initial extraction of pesticides is often unsuited for direct instru-
mental analysis, especially when this extract has been concentrated
in order to bring the mass of analyte in the detectable range of the
final determination system. Despite this progress, chromatographic
systems yet can handle only limited amount of extracted material
because otherwise deterioration of quantitative performance can
occur. Therefore, a clean-up stage of the raw extract is often needed
depending on the selectivity of the determination method. Primar-
ily, because the matrix components can have a negative effect on
both the life-time and analytical performance (i.e. matrix-effects)
of the (chromatographic) separation/detection system, and also in
order to remove potential co-eluting or interfering species present
in the raw extract.

This remarks the need to consider both sample treatment and
determination steps together, since both stages are clearly con-
nected. In general, the more complex the matrix, lower the level
of pesticides targeted and the lower the selectivity of the final
separation/detection system, the more clean up will be required.
Less specific detection methods must be accompanied by dedi-
cated sample treatment including clean-up stages. However, if high
specific detection methods (i.e. MS/MS with a triple quadrupole)
are used, the need for extensive clean-up procedure during sample
preparation is substantially reduced. The selectivity and sensitivity
of state-of-the-art instruments is so high that most of the potential
adverse effects of bulk matrix on the system performance (ion sup-
pression, partial contamination of the column, etc.) can be often

circumvented by dilution instead of a thorough clean-up stage,
keeping enough sensitivity for the selected application. Although
this seems to be a very simple approach, it cannot always be applied
because it inevitably increases the detection limits of the com-
pounds of interest.
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Up to date, the most widely used approach for the analyses
f pesticide residues in fatty vegetables is yet gas chromatogra-
hy/mass spectrometry (GC–MS). Mass spectrometric detection
ystems have replaced formerly used non-selective detection sys-
ems (i.e. NPD, ECD, etc.) [8]. Some authors have reported that even
lectron capture detectors detection in gas chromatography often
ailed to give reliable identification of targeted compounds [30].
n fact, according to the guidelines proposed by DG SANCO [12],
hese non-selective detectors do not provide selectivity enough to
onfirm the presence of a substance. The use of mass spectromet-
ic techniques is mandatory to obtain unambiguous identification.
n this sense, the EU has established an identification criterion
or contaminants in animal feed), which involves the use of mass
pectrometric techniques in order to meet the confirmation crite-
ia, based on the use of identification points (a different number
f points is assigned according to the type of mass spectrometric
etection used (viz. MS/MS, high resolution, SIM mode, etc) [128].
his criterion is however rejected by other authors to be applied in
ood contaminants though [129]. What is actually accepted without
question is that mass spectrometry is currently the most powerful

ool commonly available to analytical chemists for identification of
rganic compounds in a variety of matrices.

During recent years, a number of papers have been published on
ulti-residue analysis of pesticides in food by GC–MS and LC–MS

s reviewed by Pico et al. [130] and Alder et al. [131]. The use GC–MS
s particularly suited to the analysis of volatile and non-polar com-
ounds. Mass spectrometric detectors provide selectivity enough to
etect pesticide residues in both olives and olive oil samples at low
oncentration levels. There are various techniques in GC–MS. Prob-
bly the most widely extended technique in routine laboratories is
as chromatography/mass spectrometry using a single quadrupole
nalyzer in selected ion monitoring mode. It enables appropriate
imits of detection, in compliance with the regulations established
or a wide range of pesticides and commodities, including olives
nd olive oil [8].

However, the results in terms of selectivity, sensitivity and
onfirmation degree improve remarkably when tandem mass spec-
rometry is applied. GC–MS/MS using either triple quadrupole in
elected reaction monitoring or ion trap instruments, enable the
nambiguous identification and quantitation of a large number
f compounds in complex fatty matrixes [48]. The additional MS
tage of MS/MS instruments provide enhanced selectivity, reduc-
ng the noise from the matrix and thus improving selectivity and
ignal-to-noise ratios of analytes [8].

The tendency towards the use of these new polar (and less
olatile) agrochemicals have prompted the use of liquid chromatog-
aphy/mass spectrometry (LC–MS), which has been accepted as a
outine technique for regulatory monitoring purposes in pesticide
esidue analysis. For instance, in a recent study from Alder et al.
131], for a total of 500 pesticides, LC–MS gave overall better results
han GC–MS regarding the number of compounds that can be tested
y each technique. They found that 453 out of the 500 tested com-
ounds were amenable by LC–MS, while only 365 could be analyzed
y GC–MS. Only, for the organochlorines, the use of GC–MS is advan-
ageous with regards to LC–MS, due to the low polarity and lack of
onizable moieties of these apolar compounds by LC-electrospray-

S. Therefore, there are several reasons to apply LC–MS for the
nalyses of pesticides residues in fatty vegetable matrices. First, the
umber of pesticides used is increasing everyday, and these com-
ounds are more polar and thus, less amenable their analysis by
C–MS.
The main drawback associated with LC–MS for pesticide residue
nalysis in food is analyte signal suppression or enhancement
ue to matrix-effects [12,132]. Ion suppression or enhancement is
he result of components (matrix co-extractives) that suppress or
nhance the ionization of, or compete in the ionization process with
ta 79 (2009) 109–128 125

the component of interest. It is a phenomenon difficult to control
since even components of the sample that do not appear in the
chromatogram can cause ion suppression. This can also occur in
GC–MS, in which matrix also introduces a bias during the detection
and quantitation steps [133]. The matrix-effects take place in the
injection port, in the separative system (retention gap and/or ana-
lytical column) and in the ionization process (matrix might cause
ionization potential modification of the analytes). The main con-
sequence of matrix-effect is an increasing or decreasing analyte
signal in the presence of the matrix compared to that obtained with
neat (solvent) standards. The possible strategies leading to elimi-
nation or reduction of matrix-effects might include [10,12,132,133]:
(a) reduction of the amount of matrix components in injected sam-
ple by employing a more selective extraction procedure or a more
extensive sample clean-up; (b) decrease the amount of injected
sample; (c) improvement of chromatographic separation (opti-
mization of mobile phase composition and/or change of stationary
phase. If matrix suppression/enhancement phenomena cannot be
circumvented, appropriate calibration technique (external matrix-
matched standards, or isotopic labelled internal standard) might be
used to compensate for matrix-effects.

To achieve better sensitivity and selectivity of target analytes
detection, tandem mass spectrometry (MS/MS) is a generally the
preferred option for quantitation purposes. The use of LC–MS/MS
with triple quadrupole (QQQ) instruments in multiple reaction
monitoring (MRM) mode is so far the more appropriate technique
for target analysis. It provides excellent sensitivity and selectivity. In
LC–QQQ–MS/MS, target ion isolation, fragmentation and mass anal-
ysis of fragments are performed quasi in parallel with overall (dwell)
times as low as 2–5 ms per transition. These values can result in the
analysis of over 200 transitions in each time window with accept-
able (10-point peak) chromatographic peak shape. Fig. 6 shows an
example of large-scale multi-residue method for the analysis of
100 multi-class pesticides in olive oil using LC–MS/MS [39] with a
hybrid triple quadruple linear ion trap instrument. The extracted
ion chromatograms corresponding to 202 MRM transitions at a
10 �g kg−1 for an extract of olive oil are shown overlapped. The
100 compounds are included in a unique time segment. Satisfac-
tory performance for quantitative analysis was still achieved when
reduced dwell times (5 ms) were used, even though this affects the
S/N ratio and peak area. The maximum number of MRM transitions
that could be acquired per segment with these conditions was 240,
which evidences the potential for developing methods for a large
number of compounds although it must be taken into consider-
ation that the analysis is associated with the sample preparation
and an extraction procedure as comprehensive as the MS-based
multi-residue method is required.

Liquid chromatography time-of-flight mass spectrometry (LC-
OFMS) offers attractive features for the analysis of pesticides in

complex matrixes. TOF analyzers are capable of 10,000 or more
full-width at half maximum (FWHM) resolving power [134]. LC-
OFMS benefits from the high resolving power of signals on the

m/z axis, enabling the measurement of accurate masses of ions
with mass accuracy better than 3 ppm [134]. Accurate mass anal-
ysis of ions usually yield the elemental composition of parent and
fragment ions, which can be used for unambiguous identification
and/or confirmation of a target species [134] or to identify unknown
or unexpected compounds (“non-target analysis”) [135].

Fig. 7 shows an example of the selectivity provided by LC-TOFMS
analysis due to the relative high mass resolution of TOF analyzers
(i.e. 10,000–15,000 FWHM), which enable the removal of potential

isobaric matrix interferences. The example shows the analysis of
10 �g kg−1 of diuron in olive oil [41]. When a wide m/z window
(i.e.: 0.2 Da) is selected in the extracted ion chromatogram for m/z
233 (diuron), other interferences might be present in the sample
matrix as it is observed from the peak at 20.9 min (Fig. 7b.1). When
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Fig. 7. (a) Total ion chromatogram corresponding to the LC-TOFMS analysis of a
olive sample spiked with 100 �g kg −1 of herbicide simazine. The extracted ion
chromatogram (XIC) for the corresponding protonated molecule of simazine (XIC,
m
d
e
f

t
i
f
t
o

a
s
o
f
o
a
o
p
t
o
e

4

m
r

/z 202.05±0.05 Da) is also shown as an inset; (b) extracted ion chromatogram for
iuron at m/z 233 in an spiked olive oil extract (10 �g kg −1 diuron) using two differ-
nt accurate mass windows: (a) 0.2 Da and (b) 0.05 Da. For details, see text. Adapted
rom [41] with permission.

he same window is narrowed down to 0.05 Da (Fig. 7b.2), the main
nterference disappears leading to a more selective identification
or the target compound. Furthermore, this selectivity improves
he signal-to-noise ratio leading to better method detection limits
verall.

LC-TOFMS has been successfully applied to the identification
nd determination of several classes of pesticides in vegetables
amples [134,135], including analyses of herbicides residues in olive
il [41]. The main advantage of this methodology is the potential
or developing of automated methods for the large-scale screening
f pesticides (for instance 300 pesticides [136]) based on the use of
ccurate mass databases [88,136,137]. Another interesting feature
f LC-TOFMS is the ability to identify and characterize degradation
roducts of pesticides in food together with unknown or “non-
arget” unexpected pesticides without the use of primary standards,
we to the use of accurate mass measurements of ions providing
lemental compositions of unknown ions [134,138].
. Conclusions

Despite the advances in separation and detection of the chro-
atographic systems, clean-up remains important for obtaining

eliable data. There is still a need for effective, environmen-
ta 79 (2009) 109–128

tally friendly and fast methodologies for sample treatment and
determination of pesticide residues in fatty vegetable matrices.
The development of such procedures combined with modern
chromatographic-mass spectrometric techniques will enable anal-
ysis at the low levels now required by legislation for many
pesticides, but more importantly, result in methods which produce
more reliable data to support food safety monitoring programs.

For pesticide multi-residue analysis, the use of low-solvent con-
sumption sorbent-based protocols which involve minor cost, based
only on the use of disposable chemicals or sorbents (such as QuECh-
ERS or alternative liquid partitioning-SPE based methods) have
replaced older methods which were based or expensive instru-
mental set-up (e.g. SFE) and/or those consuming large amounts of
toxic solvents (e.g. GPC). This is the trend although it is impossible
to develop a unique protocol covering such a wide range of com-
pounds. Therefore, selected sorbents that provide effective cleanup
might involve losses of key analytes or classes. Automation of both
extraction and clean-up stages is also an advantageous feature that
can considerably increase sample throughput and reduce costs of
analysis.

The degree of selectivity provided by the detection technique
is critical on the extension to which clean-up is required. This
also depends on the matrix, and the concentration of the targeted
species. When a more selective detection system is used instead,
a thorough sample clean-up may not be necessary since the inter-
fering compounds are simply not detected or can be discriminated
by using either MS/MS or high resolution mass spectrometry, both
achieving the efficient and mass selective separation of the char-
acteristic analyte(s) ions, ignoring those from the matrix or from
other components. However, some sample preparation may still be
needed, otherwise interferences and signal suppression for LC–MS
can occur, even where there is no obvious sample signal.

Finally, “multi-class” large-scale multi-residue methods target-
ing large number of pesticides are highly desirable, although the
different nature, classes and physico-chemical properties of pes-
ticides hamper the development of such methodologies. Different
versatile sample preparation procedures discussed throughout the
text are capable to circumvent the main problems associated with
this kind of matrices and permit the development of multi-residue
methods when combined with selective and sensitive methodolo-
gies based on GC–MS(/MS) and/or LC–MS(/MS).
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Medina, J. Chromatogr. A 1108 (2006) 231.
[50] A. García-Sánchez, N. Ramos-Martos, E. Ballesteros, Anal. Chim. Acta 558

(2006) 53.
[51] E. Ballesteros, A. García-Sánchez, N. Ramos-Martos, J. Chromatogr. A 111

(2006) 89.
[52] J.L. Fernandez-Moreno, F.J. Arrebola-Liébanas, A. Garrido-Frenich, J.L.
Martínez-Vidal, J. Chromatogr. A 1111 (2006) 97.
[53] M. Guardia-Rubio, A. Ruiz-Medina, A. Molina-Díaz, M.J. Ayora-Cañada, J. Agric.
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lossary

SE: accelerated solvent extraction

AR/PDMS: carboxen/polydimethylsiloxane
I: chemical ionization
W-DVB: carbowax-divinylbenzene
EA: diethylaminopropyl
CD: electron-capture detector
I: electron ionization
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ENVI-CarbTM: graphitized carbon black (GCB)-based sorbent (Supelco)
ESI: electrospray ionization
FID: flame ionization detector
Florisil: magnesium silicate-based sorbent
FWHM: full-width at half maximum of a chromatographic peak
GC: gas chromatography
GCB: graphitized carbon black
GC–MS: gas chromatography/mass spectrometry
GC–MS/MS: gas chromatography/tandem mass spectrometry
GPC: gel-permeation chromatography
HLB: hydrophilic–lipophilic balanced polymer-based sorbent (OasisTM, Waters)
HS-SPME: head-space solid-phase microextraction
HPLC: high-performance liquid chromatography
LC: liquid chromatography
LC-ESI-MS/MS: liquid chromatography/tandem mass spectrometry, using electro-

spray ionization
LC–GC: liquid chromatography–gas chromatography
LC–MS: liquid chromatography/mass spectrometry
LC/MS/MS: liquid chromatography/tandem mass spectrometry
LC-TOFMS: liquid chromatography time-of-flight mass spectrometry
LPE: liquid-phase extraction
LSE: liquid-solid extraction
MAE: microwave-assisted extraction
MSPD: matrix solid-phase dispersion
NPD: nitrogen–phosphorus detector
PA: polyacrylate
PCBs: polychlorinated biphenyls
PDB: polystyrene divinylbenzene
PDMS: polydimethylsiloxane
PDMS-DVB: polydimethylsiloxane–divinylbenzene
PLE: pressurized liquid extraction
PSA: primary secondary amine
QQQ: triple quadrupole analyser
QTRAP: quadrupole linear ion trap
QuEChERS: “Quick, Easy, Cheap, Effective, Rugged and Safe” extraction method based

on liquid partitioning with acetonitrile
RPLC: reversed phase liquid chromatography
SAX: strong anion exchanger sorbent
SFE: supercritical fluid extraction
SIM: selected ion monitoring
SPE: solid-phase extraction
SPME: solid-phase microextraction

SRM: selected reaction monitoring
TOF: time-of-flight analyser
TOTAD: “through oven transfer adsorption–desorption” interface
UPLC: ultra-performance liquid chromatography
UV: ultraviolet
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a b s t r a c t

Microwave-assisted sample preparation using diluted nitric acid solutions is an alternative procedure for
digesting organic samples. The efficiency of this procedure depends on the chemical properties of the
samples and in this work it was evaluated by the determination of crude protein amount, fat and original
carbon. Soybeans grains, bovine blood, bovine muscle and bovine viscera were digested in a cavity-
microwave oven using oxidant mixtures in different acid concentrations. The digestion efficiency was
evaluated based on the determination of residual carbon content and element recoveries using inductively
coupled plasma optical emission spectrometry (ICP OES). In order to determine the main residual organic
compounds, the digests were characterized by nuclear magnetic resonance (1H NMR). Subsequently,
iological samples
igh performance liquid chromatography
itrobenzoic acid isomers
ample preparation

studies concerning separation of nitrobenzoic acid isomers were performed by ion pair reversed phase
liquid chromatography using a C18 stationary phase, water:acetonitrile:methanol (75:20:5, v/v/v) + 0.05%
(v/v) TFA as mobile phase and ultraviolet detection at 254 nm. Sample preparation based on diluted acids
proved to be feasible and a recommendable alternative for organic sample digestion, reducing both the
reagent volumes and the variability of the residues as a result of the process of decomposition. It was
shown that biological matrices containing amino acids, proteins and lipids in their composition produced

s and
nitrobenzoic acid isomer

. Introduction

Sample preparation is one of the most time-consuming steps
nd also one of the main sources of contamination in an analyt-
cal procedure. This step must become easier, cheaper and faster
ccording to green chemistry trends. Spectrochemical instrumen-
al techniques for elemental analysis generally require complete
ample decomposition. The destruction of organic matter in biolog-
cal samples is the main parameter when decomposition efficiency
s evaluated [1]. However, this efficiency depends on the original
hemical composition of the sample and the temperature used dur-
ng the digestion process. For instance, when concentrated nitric
cid is employed carbohydrates matrices are rapidly decomposed

t 140 ◦C, while protein molecules are decomposed at 150 ◦C, and
ipid molecules require approximately 160 ◦C [2]. No correlation
as observed between residual carbon content (RCC) and protein

ontent when fat and protein contents of biological samples were

∗ Corresponding author. Tel.: +55 16 34115616; fax: +55 16 34115600.
E-mail address: anarita@cppse.embrapa.br (A.R.A. Nogueira).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.04.001
other organic compounds after cleavage of chemical bonds.
© 2009 Elsevier B.V. All rights reserved.

correlated with RCC after microwave-assisted digestion. However,
it was shown that protein-rich samples are easily decomposed than
fat rich materials [3].

Nitric acid is frequently used in sample decomposition processes
due to its simple manipulation, easy purification and efficiency in
oxidation of organic compounds present in biological samples [4,5].
Concentrated nitric acid suffers thermal decomposition producing
different water soluble oxides, such as NO, NO2, NO3

−, N2O, N2O3,
N2O4, N2O5, N2O6, HNO and HNO2, with oxidant characteristics [6].
The formation of these gaseous decomposition products caused a
sharp increase in pressure with barely no temperature change.

Closed-vessel microwave-assisted digestion with diluted acid
solutions is an efficient alternative for sample preparation of
organic samples for inorganic analysis using spectrochemical tech-
niques [7–10]. Compared to concentrated nitric acid, diluted nitric
acid solutions generate less residues, led to lower standard devi-

ations and do not require high dilution factors before analyte
measurements. Additionally, it is also necessary to take into account
the involved chemical processes. Gaseous NO is generated during
the oxidation of the organic constituents by HNO3 action. Nitrous
oxide is volatilized from the heated solution and reacts with O2
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resent in the gas phase of the reaction vessel. Consequently, NO2
s generated and this gas is reabsorbed in the solution. Then, a dis-
roportionate reaction occurs leading to the formation of NO3

− and
O and the reaction cycle repeats itself up to the point that there is
o O2 in the gas phase of the closed vessel [11].

Previous studies were developed to identify organic residues
enerated during acid digestion. Mörner carried out systematic
tudies involving decomposition of protein samples by conven-
ional heating with HNO3 [12]. Benzoic, oxalic, picric, terephthalic
cids and m- and p-nitrobenzoic acids (NBAs) were the products
dentified after decomposition. Species of p-nitrophenylalanine

ere described by Takayama and Tsubuku as mild nitration prod-
cts in protein samples [13].

Pratt et al. identified organic residues of decomposition of
ovine liver (National Institute of Science and Technology, stan-
ard reference material 1577a) using high performance liquid
hromatography (HPLC) and voltammetric techniques. The main
ecomposition products formed were isomers of m- and p-
itrobenzoic acids when applying microwave-assisted nitric acid
igestion [14].

Reaction products formed during the digestion of biological
amples were also investigated by other authors [15–18]. Results
ave shown the need of employing different sample digestion
ethods according to the sample matrix and the technique being

sed [16]. The main digestion products were isomeric mixtures of
itrobenzoic acids and aromatic compounds [15,17,18].

Residual carbon contents were employed in order to evaluate the
fficiency of microwave-assisted acid digestion of plant materials
y using different concentrations of nitric acid with hydrogen per-
xide. It was demonstrated by characterization of products formed
y 1H NMR that diluted acid nitric solutions led to less complex
ixtures of residues when compared to concentrated nitric acid

19].
In the work here described the efficiency of microwave-assisted

cid digested procedures for animal and plant samples were eval-
ated by identifying the reaction products using spectroscopic and
hromatographic techniques.

. Experimental

.1. Instrumentation and instrument parameters

A model 6750 Freezer/Mill Spex Certiprep (Metuchen, USA) with
self-contained liquid nitrogen bath was used with model 6751

rinding vials.
Total carbon content was determined by elemental analyzer

HNS EA 1108, Fisons Instruments (Italy). Kjeltec Auto Sampler Sys-
em 10035, Tecator (Vancouver, Canada) was used for crude protein
etermination. The fat content was determined using an accel-
rated solvent extractor—ASE, Ankom, model XT 2016 (Macedon,
SA).

A microwave oven system equipped with perfluoalcoxi (PFA)
essels and temperature sensor Multiwave, Anton-Paar (Graz, Aus-
ria) was employed for sample digestion.

Residual carbon and mineral contents were determined by
nductively coupled plasma optical emission spectrometry ICP OES
ista RL, Varian, Mulgrave (Australia).

The 1H NMR spectra were acquired using a Varian Inova 400
pectrometer. The 1H NMR spectra were recorded in deuterated
ethanol at 30 ◦C and tetramethylsilane (TMS) was added as an

nternal standard, using 32 transients, a �/2 pulse of 10 �s and a

elay of 2 s and an acquisition time of 3.7 s.

The high performance liquid chromatographic system (HPLC)
onsisted of a Shimadzu LC-10ATVP pump (Kyoto, Japan), with the
ump containing a valve FCV-10AL for selecting solvent, an autoin-

ector model SIL 10AVP, a degasser model DGU-14A, a SCL 10AVP
a 79 (2009) 396–401 397

interface and a SPD-6AV UV-visible detector operated at 254 nm.
Data were acquired by Shimadzu Class-VP software.

Separation of o-, m- and p-nitrobenzoic isomers was achieved
using a C18 column (250 mm×4.6 mm I.D., 5 �m particle
size), purchased from Thermo Electron Corporation (Waltham,
USA). Chromatographic experiments were carried out using
an isocratic elution mode with a mobile phase consisting of
water:acetonitrile:methanol (75:20:5, v/v/v) + 0.05% (v/v) trifluo-
racetic acid (TFA) at a flow rate of 1.0 mL min−1. The column was
kept at room temperature and the volume of injection was 10 �L. o-,
m- and p-nitrobenzoic acids were identified based on the retention
time of standard solutions for each compound.

2.2. Reagents, standards and samples

Deionized water with a Milli-Q® System Millipore (Bedford, MA,
USA) was used to prepare all solutions. All glassware was immersed
in 10% (v/v) HNO3 for 36 h and rinsed with water.

Reagent grade concentrated nitric acid (Carlo Erba, Italy)
and 30% (w/v) hydrogen peroxide (Mallinckrodt, Mexico) were
employed.

Multielement reference solutions were prepared from
1000 mg L−1 stock solutions Titrisol® Merck (Darmstadt, Germany).
Carbon reference solutions were prepared from 1000 mg L−1 urea
sock solution Synth (São Paulo, Brazil).

HPLC grade methanol, acetonitrile and chloroform were pur-
chased from J.T. Baker (Phillipsburg, NJ, USA). Analytical grade ethyl
ether was also provided by J.T. Baker.

Bovine blood, bovine viscera and soybeans grains samples were
all provided by Embrapa Pecuária Sudeste (São Carlos, SP, Brazil).
Certified bovine muscle NIST SRM 8414 was used for checking accu-
racy and method validation (Gaithersburg, MD, USA).

The standard stock solutions for o-, m- and p-nitrobenzoic acid
isomers were purchased from Across Organics (Geel, Belgium).

2.3. Procedure

2.3.1. Sample preparation for ICP OES determination
All samples were ground in a freezer mill operated at liquid

nitrogen temperature (−195 ◦C). Before grinding, these samples
were lyophilized in glass flasks connected to the vacuum system
of a freeze-drier operated at −195 ◦C for 80 h, and further stored at
−10 ◦C [20].

The crude protein content was obtained from total nitrogen
determination by Kjeldahl method based on that most proteins
of the studied samples are composed by 16% of nitrogen. The fat
content was determined by accelerated solvent extraction (ASE) by
solubilization of the ether soluble compounds. These procedures
are based on AOAC International [21].

Sample masses of 200 mg were microwave-assisted digested
using 2 mL HNO3 solution in different concentrations (14, 7 and
2 mol L−1) plus 1 mL of H2O2 of 30% (w/v) in a closed vessel. After
decomposition, digested solutions were transferred to volumetric
flasks and diluted with water to 15.0 mL. The microwave oven heat-
ing program was performed in five steps: (1) 2 min at 250 W; (2)
2 min at 0 W; (3) 4 min at 650 W; (4) 5 min at 850 W; and (5) 5 min
at 1000 W.

Elemental and residual carbon contents were determined by ICP
OES with radial view configuration. In order to remove volatile car-
bon compounds, digests were heated for 20 min at 120 ◦C [1] and
afterwards purged with N2 to remove dissolved CO2 and minimize

interferences. The instrumental parameters adopted were: 40 MHz
generator frequency; 1.3 kW RF power; 15 L min−1 plasma gas-flow
rate; 1.5 L min−1 auxiliary gas-flow rate; 0.9 L min−1 nebulizer gas-
flow rate; cyclonic nebulization chamber; concentric nebulizer;
0.8 mL min−1 sample flow rate; and emission wavelengths (nm):
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Table 1
Original contents of carbon, hydrogen, nitrogen, sulfur, crude protein (CP) and ether extract (EE) for the evaluated samples (mean± standard deviation, n = 3).

Sample N (%) C (%) H (%) S (%) Crude protein (%) Ethereal extract (%)

B 0.8
B 0.4
S 0.3
B 0.7

C
2

2

r
T
w
e

2

r
c
v
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t
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3

3
e

f
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e
a
b
c
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b
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3

s

F
t

ovine blood 13.6 ± 0.2 47.2 ± 0.6 7.2 ±
ovine muscle 13.2 ± 0.1 50.1 ± 0.8 7.6 ±
oybean 7.1 ± 0.3 50.9 ± 0.5 7.8 ±
ovine viscera 3.2 ± 0.8 65.6 ± 0.9 10.2 ±

(I) 193.025; Ca(II) 396.847; Fe(II) 279.553; K(I) 766.491; Mg(II)
80.275; Na(II) 588.995; P(I) 213.628; and Zn(I) 202.549.

.3.2. Sample preparation for 1H NMR analysis
After performing microwave-assisted digestions, the organic

emaining compounds were extracted using ethyl ether (2.0 mL).
hen, the organic phase was evaporated at 30 ◦C and the residues
ere reconstituted in deuterated methanol (0.8 mL) and tetram-

thylsilane (TMS) for 1H NMR analysis.

.3.3. Sample preparation for HPLC analysis
After performing microwave-assisted digestions, the organic

emaining compounds were extracted using a liquid–liquid pro-
edure. A volume of 3.0 mL of the digested solution was mixed by
ortex action for 1 min with ethyl ether (2.0 mL). Then, the organic
hase was rotary evaporated at 30 ◦C and the residue was reconsti-
uted in 1.0 mL of methanol. Solutions were mixed by vortex action
or 15 s and aliquots of 200 �L were transferred to auto-sampler
ials and finally 10 �L volumes were injected into the HPLC system.

. Results and discussion

.1. Elemental analysis (C, H, N and S), crude protein (CP) and
ther extract (EE)

The contents of C, H, N and S, crude protein and ether extract
or the original samples, bovine blood and viscera, soybeans grains
nd the SRM muscle (NIST 8414), are presented in Table 1.

The initial carbon content varied from 47% to 65%, and the great-
st concentration was found in bovine viscera sample. Nitrogen
mounts were greater in bovine blood and bovine muscle samples,
oth around 13%. Bovine viscera samples presented the greatest
ontent of ether extract, followed by soybeans grains, which also
resented intermediate value of protein, around 42%. Blood and
ovine muscle presented the greatest contents of crude protein,
round 81%.
.2. Residual carbon content and element recoveries

The RCC values obtained for each investigated sample are pre-
ented in Fig. 1.

ig. 1. Residual carbon content (%) in digested samples with different oxidant mix-
ures.
0.75 ± 0.1 80.5 ± 0.4 1.6 ± 0.29
0.81 ± 0.1 80.1 ± 0.43 10.8 ± 0.14
0.42 ± 0.1 41.4 ± 0.01 20.4 ± 0.74

– 18.9 ± 0.67 63.7 ± 0.31

It can be seen for viscera sample containing around 64% of
EE that a decrease in acid concentration led to an increase in
RCC values. The use of a solution containing 2 mol L−1 HNO3 was
not effective for promoting complete digestion of viscera samples,
resulting in RCC of 90%. Solid residues and a yellowish color were
observed during for viscera digest due to its incomplete decomposi-
tion. The same effect was observed for soybeans grains, containing
around 21% of EE. However, this effect was less pronounced when
compared to bovine viscera. Differences of structural lipids between
animal and vegetable samples would be a possible explanation.
Samples digested with concentrated nitric acid solutions presented
greater standard deviations. On the other hand, for samples con-
taining greater amounts of crude protein an opposite effect was
observed. A decrease of acid concentration led to a decrease in RCC
from 22% to 15%. The SRM bovine muscle presented RCC of 23%
when decomposed using a 14 mol L−1 of HNO3 solution. On the
other hand, solutions containing 2 mol L−1 HNO3 resulted in similar
RCC, around 22%

Temperature is the principal factor for evaluating sample
digestion procedures. In this study the temperatures reached
in all samples were: 160–170 ◦C for 14 mol L−1; 170–180 ◦C for
7 mol L−1 and 180–200 ◦C for 2 mol L−1 nitric acid concentrations.
The hypothesis to explain the decrease in RCC when diluted nitric
acid solution was employed is related to the observed increment
in temperature values when the concentration of water molecules
increased in the solution. However, diluted acid solutions were inef-
ficient for digesting viscera samples containing the greatest amount
of fats in their composition.

A certified reference material was employed for evaluating accu-
racy. Determined and certified concentrations are shown in Table 2.
For calcium and magnesium amounts in SRM bovine muscle, it was
verified that suitable recoveries occurred when a 2 mol L−1 HNO3
solution was employed. It was observed that for Fe and Zn, diges-
tions with diluted acid solutions presented results closer to the
certified values. Accuracy was improved when using a 2 mol L−1

HNO3 solution for digestions. The use of 7 mol L−1 of HNO3 solu-
tion presented RCC of 16% and proper mineral recoveries with low
RCC and smaller deviations when compared to digestions using
concentrated HNO3.

The use of diluted solutions can prevent the formation of insol-
uble salts, and improve the solubility of some minerals [11].

3.3. Identification of reaction products by 1H NMR

Considering 1H NMR spectra obtained for digests after decom-
position using 14 and 7 mol L−1 HNO3 for blood and bovine muscle
samples, the presence of organic residues in the aliphatic region
(ı 0.5–3.0 ppm) was confirmed, as well as intense and abun-
dant signal in the typical region of nitro-aromatics compounds
(ı 7.0–10.5 ppm; Fig. 2). Different amounts and lower variety of
organic compounds were verified when oxidant mixtures were
compared. At high concentration, high pressure and high temper-

ature, it was observed an increase in the oxidant power of the
reaction mixtures, which oxidizes a greater amount of compounds,
generating a wider variety of organic residues.

Digests of bovine viscera obtained using 7 mol L−1 of HNO3
were analyzed by 1H NMR, and it was observed peaks in the ı
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Table 2
Mineral concentration in samples digested with 2 mL of HNO3 in different concentration plus 1 mL of H2O2 (30% w/v; mean± standard deviation, n = 3).

Mineral concentration (mg kg−1)

Ca Fe K Mg Na P Zn

Bovine muscle (mol L−1)
Certified 145 ± 20 71.2 ± 9.2 10517 ± 37 960 ± 95 2100 ± 80 8360 ± 450 142 ± 12

Found 14 131 ± 14 50 ± 8 10609 ± 838 1089±34 1491 ± 42 9640 ± 204 174 ± 12
7 155 ± 10 75 ± 7 11587±570 1113 ± 27 1957 ± 30 8703 ± 192 149 ± 10
2 143 ± 11 69 ± 6 10145 ± 410 1031 ± 17 2031 ± 17 10655 ± 162 138 ± 11

Bovine blood 14 174 ± 4 1692 ± 57 745 ± 22 56 ± 2 5899 ± 222 860±93 198 ± 3
7 196 ± 4 1867 ± 19 683 ± 11 64 ± 2 6414 ± 127 896±73 236 ± 8
2 199 ± 8 1942 ± 14 693 ± 20 66 ± 3 6624 ± 110 907±77 249 ± 4

Soybean 14 1874 ± 44 113 ± 10 10870 ± 389 2629 ± 37 116 ± 24 6207±231 19 ± 4
7 1960 ± 40 133 ± 15 11286 ± 136 2847 ± 55 78 ± 10 6351 ± 103 46 ± 4
2 2005 ± 44 129 ± 14 11694 ± 196 2981 ± 43 100 ± 12 6889 ± 254 53 ± 5

B 0 ± 7
4 ± 7
8 ± 9

8
n
b
o
p

F
a

ovine viscera 14 2510 ± 281 99 ± 2 181
7 2382 ± 762 117 ± 2 164
2 2437 ± 189 – 150
.4 ppm region, evidencing the presence of nitro-compounds. A sig-
al at ı 5.2 ppm in digests obtained using 2 mol L−1 HNO3 could
e attributed to the presence of water in the sample (ı 4.7 ppm),
verlapping with other peaks as, for example, free fatty acid, which
resent a typical signal at ı 5.3 ppm [22]. It may be inferred that

ig. 2. 1H NMR spectra of the organic residue of digested samples: (1) aromatic; (2) alip
cids; (4) carbinolic hydrogens; (5) aliphatic; (6) TSS signal.
6 134 ± 10 1021±30 3646 ± 185 11 ± 3
2 133 ± 17 1030 ± 34 3638 ± 377 18 ± 2
7 140 ± 14 868 ± 96 3689 ± 377 21 ± 4
diluted nitric acid solution did not have sufficient strong oxidative
action for bovine viscera sample digestion.

For soybeans grains samples, differences can be observed in the
nitro-derivative aromatic compound region (ı 7.0–10.5 ppm; Fig. 2).
The signal at ı 5.2 ppm was not observed for this sample. In all

hatic nitro-compounds; (3) hydrogens on doubly bonded from unsaturated fatty



400 M.H. Gonzalez et al. / Talant

Fig. 3. Chromatograms for standard mixture of o-, m- and p-nitrobenzoic acid. Chro-
m
v
t

F
T

atographic conditions: C18 column with water:acetonitrile:methanol (75:20:5,
/v/v) + 0.05% TFA as mobile phase, 1.0 mL min−1 of flow-rate, 10 �L of volume injec-
ion and 254 nm of detection wavelength.

ig. 4. Chromatograms for bovine muscle, blood, viscera and soybean grains. Chromatog
FA as mobile phase, 1.0 mL min−1 of flow-rate, 10 �L of volume injection and 254 nm of d
a 79 (2009) 396–401

cases, small peaks, probably carbinolic hydrogen, were observed at
ı 4.0–4.7 ppm region [19].

3.4. Separation of reaction products by HPLC-UV

Preliminary experiments were based on the use of dif-
ferent mixtures of water:acetonitrile; water:methanol and
water:acetonitrile:methanol as mobile phase for retention of all
three nitrobenzoic acid isomers. However, these compounds were
not enough retained under any evaluated conditions. In order to
elucidate the influence of ion pair additives in the mobile phase
and according to a previous work by Chen and Zhang [22], a
modified mobile phase employing trifluoracetic acid (TFA) as ion
pair was evaluated to simultaneously separate all target isomers of
nitrobenzoic acid. Two different proportions of eluent were used
to achieve efficient separation of the compounds under isocratic

mode, water:acetonitrile:methanol (70:20:10, v/v/v) + 0.05% (v/v)
TFA and water:acetonitrile:methanol (75:20:5, v/v/v) + 0.05% (v/v)
TFA. This later mobile phase led to effective separation and appro-
priate retention times for o-, m- and p-nitrobenzoic acids within
25 min analysis time.

raphic conditions: C18 column, water:acetonitrile:metanol (75:20:5, v/v/v) + 0.05%
etection wavelength.
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The improvement of the separation of the three isomers by
dding an ion pair additive into the mobile phase improved the
eparation of all compounds, and this effect might be explained
onsidering the ionization suppression of the acid group and a
ossible ion pair formation between the cationic portion of the
olecules and the anionic portion of the TFA. The chromatogram

btained for the three isomers at 5 �g mL−1 concentration is shown
n Fig. 3. The retention times of o-NBA, m-NBA and p-NBA were 10.9,
8.2 and 19.9 min, respectively.

The chromatograms of bovine muscle and blood digested using
hree different nitric acid concentrations for digestions are shown
n Fig. 4. It may be seen that lower contents of NBA isomers were
ormed when employing diluted acid solutions. The isomers species
ere identified by matching the retention time of the chromato-

raphic peaks with those of the standards.
Similar characteristics were observed for bovine viscera and soy-

eans grains (Fig. 4). The o-NBA is absent in viscera digested using
and 7 mol L−1 of nitric acid solutions, and only p-NBA appears in

he viscera decomposed with 2 mol L−1.
Comparing the digested solutions with the original sample com-

ositions, biological matrices with structural amino acids, proteins
nd lipids produced nitrobenzoic acid isomers and other organic
ompounds owing to the cleavage of chemical bonds. The m-
itrobenzoic acid was formed in most digestion conditions.

Results obtained in this study are in agreement with the litera-
ure. The mechanism of decomposition is similar in almost all cases,
enerating a mixture of NBA’s. These results extend the previous
tudy published by Pratt et al. [14], since these authors concluded
hat the formation of the three isomers indicates that the dominant

echanism in microwave-assisted digestion is the nitration of the
romatic ring followed by oxidation of the amino acid side chain
or bovine liver samples. Daniel et al. have shown that for vegetable
amples (NIST SRM peach leaves), the isomers of nitrobenzoic acid
re the major products at temperatures around 180 ◦C [17]. Würfels
t al. described that there is a quantitative degradation of saturated
nd monounsaturated chains of C–H and, in contrast, there is not a
omplete mineralization of polyunsaturated fat in HNO3 medium
15]. Aliphatic and aromatic acids, nitro-compounds, oxalates and
norganic nitrates and phosphates were found as a decomposition
roduct in different samples analyzed by Reid et al. [16].

Based on green chemistry principles, the use of diluted acids
or digestions led to relevant advantages, such as cost reduction,

inimization of residues, reduction of blank values, and prevention
f damages to components of the equipment [11,19].

. Conclusions

The use of diluted acids was proven to be a feasible and recom-

endable alternative, reducing the volume of the reagents and the

mount and variety of digestion residues.
The 1H NMR spectra obtained for digests in diluted nitric acid

edium are simpler than those obtained when using 14 mol L−1

NO3. Concentrated solutions presented a broader variety of

[

[
[

[
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organic compounds, such as nitro-derivative aromatic compounds,
and a higher amount of aromatic aliphatic compounds.

The separation of isomers o-, m- and p-nitrobenzoic acid was
possible employing ion pair reversed phase HPLC-UV. The qual-
itative method developed allowed to evaluate different digests.
Taking into account the effectiveness of digestions of complex sam-
ples with diluted nitric acid solutions one may wonder why this
approach has not been used before. Probably this can be explained
by the relatively recent availability of closed reaction vessels that
can withstand high pressure and high temperature. Additionally,
these vessels have enough volume to contain oxygen gas in suffi-
cient amount to promote the regeneration of nitric acid according
to the mechanism proposed. Last but not least, these vessels also
present an intense temperature gradient in the first step of the heat-
ing program which favors condensation of gas products formed by
oxidation reactions.
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a b s t r a c t

In this contribution, we designed a fluorescent thiophene copolymer to detect insertion/deletion muta-
tion in DNA by doping aldehyde group in the main chain. The fluorescence of the copolymer could be
dramatically quenched on the addition of single-stranded DNA (ssDNA) via strong electrostatic interac-
tions and electronic/energy transfer. Although the complementary ssDNA made the fluorescence recover,
vailable online 25 March 2009

eywords:
onjugated copolymer
luorescence
hemical coupling

the hydrogen bonds and chemical coupling also played a significant role between the unpaired bases and
aldehyde group, which could differentiate the subtle differences in such mutant DNA. The influence of
buffer pH, concentration of NaCl, heating time and the temperature was systemically investigated and
the proposed method was then successfully applied to detect real sample. With the respect to the linear-
ity, limit of detection precision, specificity, this procedure could provide sensitive methodologies for the

ificat
ydrogen bond
ifetime

rapid detection and ident

. Introduction

Since the three dimensional structure of DNA was elucidated
nd human genomes sequences were decoded [1], the linkage
etween encoded chemical information and genetic inheritance
as become an area under intense investigation for better under-
tanding and treating the complex diseases of humans. For example,
he A→T point mutation in human �-globin gene caused a single
mino acid change from Glu to Val, leading to sickle cell ane-
ia [2]. Whereas, the high-throughput screening and accurate

etection of deficiency in genome is meaningful and important
n molecular biology research area and DNA chemical structure
3–5]. To achieve these goals, Nucleic acid-based hybridization has
merged as a reliable approach for direct and specific identification
f numerous biological analytes [6–8]. Among them, automated
NA sequencers and polymerase chain reaction indeed provide

nvaluable tools for genotyping studies. However, these methods
re often time-consuming and need complicated protocols. Other
ore conventional methods are nearly highlightened on detecting

ne or more bases mismatch in double-stranded DNA [9–11]. Inser-
ion and deletion of extra nucleotides on a single chain are referred

s insertion mispairs which is manifested as extra nucleotides in
ne strand. Extra bases in one strand of DNA or RNA may result from
variety of natural mechanisms. Usually they can arise as inter-
ediates during recombination or result from DNA polymerase

∗ Corresponding author. Tel.: +86 27 87162672; fax: +86 27 68754067.
E-mail address: zhkhe@whu.edu.cn (Z. He).

039-9140/$ – see front matter. Crown Copyright © 2009 Published by Elsevier B.V. All rig
oi:10.1016/j.talanta.2009.03.034
ion of nucleic acids.
Crown Copyright © 2009 Published by Elsevier B.V. All rights reserved.

slippage during replication [12–13]. Up to date, there are only a
few methods used for analyzing such special sequences. In these
cases, the detection relies on a modification of the electrical and/or
optical properties of an oligonucleotide functionalized fluorophore
[14–16]. Although some other standard methods, such as gel elec-
trophoresis, work well to detect insertion/deletion mutation, but
the number of deleted bases should be more than tens of bp [17].
Therefore, it is a challenge to find new approaches that are sim-
pler and faster for insertion/deletion recognition and detection
[18]. Herein, for the first time, we report an investigation using a
water-soluble cationic fluorescent conjugated copolymer as a signal
transducer to detect insertion/deletion in dsDNA with high selec-
tivity and sensitivity.

Water-soluble fluorescent conjugated polymers (conjugated
polyelectrolytes, CPE), which are characterized by a �-delocalized
electronic structure, have gained enormous attention as novel func-
tional materials. The transfer of exciton along the whole backbone
of the CPE to an energy/electron acceptor can result in an amplifi-
cation of the fluorescence signals [19–21]. Therefore, CPEs offer an
excellent platform for detecting a wide range of chemical and bio-
logical agents, such as physiological ion, nucleic acids and proteins
[22–25]. In addition, careful incorporation of a functional group into
CPEs will yield complex with some unique properties, e.g. sensitive
to relatively small perturbations, including changes in tempera-

ture, solvent, or chemical environment [26–27]. For the purpose,
there is a growing interest in the design and development of chem-
ical and biosensors. Undoubtedly the functionalized polythiophene
have been one of the subjects of many investigations. On one hand,
they are easy to prepare and modify, and thiophene polymers can be

hts reserved.
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Scheme 1. The synthetic route o

btained via direct polymerization of the corresponding monomers
rom oxidation by FeCl3 or other coupling reagents. On the other
and, polythiophene bear chromic, optical and electrochemical
ctivities. The interactions between the side chains (ligands) and
ifferent analytes (targets) can be detected from the change in
oth side-chain and backbone conformations without any labeling
rocess [28–29]. In this work, we improved the qualities of poly-
hiophene derivative according to previously published methods
30–31]. 3-Thiophenecarboxaldehyde was incorporated into the

ain chain during polymerization (Scheme 1) and expected to have
nteraction with unpaired bases. Although the obtained copolythio-
hene (polymer 2, CPT) exhibits chromic and optical properties
imilar to that of poly (3-alkoxy-4-methylthiophene) (polymer 1,
T), it still maintains its own advantages.

. Experimental

.1. Materials

All reagents were purchased from Sigma–Aldrich (St. Louis,
SA) and used without further purification, all the solvents were

rom Sinopharm Company (Shanghai, China) and dried following
tandard procedure prior to experiment. All oligonucleotides were
urchased from Shanghai Sangon Biological Engineering Technol-
gy & Services Co., Ltd. The concentration of DNA was determined
y measuring the absorbance at 260 nm in a 3 mL quartz cuvette.

.2. Apparatus

1H and 13C NMR were measured on a Varian Mercury-VX300
pectrometer and reported in ı (ppm) values with TMS as an inter-
al standard (unless otherwise noted). Mass spectra were obtained
n a Shimadzu GCMS QP2010 plus mass spectrometer in low-
esolution electron-impact. UV–vis absorption spectra were taken
n a TU-1900 Spectrophotometer (Beijing Purkinje General Instru-
ent Co., Ltd.). Fluorescence measurements were obtained in a

mL quartz with optical pathlength of 1.0 cm at room temperature
y using a LS-55 Luminescence Spectrometer (PerkinElmer, USA),
can speed was at 1200 nm/min. All the spectra were recorded in
0 mM Tris–HCl buffer solution (containing 0.1 M NaCl, pH 8.0). The
ater was purified on a Millipore filtration system (≥18.2 M� cm).
phene copolymer and polymer.

2.3. Synthesis of polymer 1 and polymer 2

2.3.1. Preparation of 3-methoxy-4-methylthiophene
3-Bromo-4-methylthiophene (10 g, 56.5 mmol) and CuBr (5.0 g,

34.8 mmol) were added to a mixture of 50 mL of sodium methoxide
(28% in methanol) and 30 mL NMP and refluxed for 3 days under
argon atmosphere. After cooling, the solid was filtrated. The filtrate
was washed with water and extracted several times with diethyl
ether. The organic phase was dried with MgSO4 and the evaporated.
The resulting oil was purified by chromatography on a silica gel col-
umn with hexanes as eluent, yield 84%. 1H NMR (CDCl3, 300 MHz)
ı = 2.09 (s, 3H); 3.81 (s, 3H); 6.16 (d, J = 3.0 Hz, 1H), 6.82 (s, 1H).
13C NMR (CDCl3, 300 MHz) ı = 12.89, 57.50, 95.86, 120.28, 129.16,
157.26. MS (m/z, %): 128 (M+, 100), 113(90), 85(40), 45(55).

2.3.2. Preparation of 3-(2-Bromo)ethoxy-4-methylthiophene
3-Methoxy-4-methylthiophene (3.0 g, 23.4 mmol) was added

to a mixture of 30 mL of toluene, 2-bromo-1-ethanol (6.5 g,
52.0 mmol) and of NaHSO4 (300 mg, 2.5 mmol) under argon atmo-
sphere and heated at 100 ◦C until the produced methanol was
distilled off. The reaction mixture was allowed to cool to room tem-
perature and washed several times with water, and then extracted
with diethyl ether. The organic phase was combined and dried
with MgSO4, filtered and evaporated to dryness. The crude prod-
uct was submitted to column chromatography using silica gel and
hexanes, yield 60%. 1H NMR (CDCl3, 300 MHz) ı = 2.17 (s, 3H); 3.67
(t, J = 5.4 Hz, 2H); 4.26 (t, J = 6.6 Hz, 2H), 6.20 (d, J = 2.7 Hz, 1H),
6.87 (t, J = 1.5 Hz, 1H). 13C NMR (CDCl3, 300 MHz) ı = 13.05, 29.51,
69.88, 97.41, 120.62, 129.48, 155.34. MS (m/z, %): 222/220 (M+, 40),
114(100), 85(38), 45(55).

2.3.3. Preparation of monomer 1
1-Methyl-imidazole (1.5 mL, 18.4) was added into a solution of 3-

(2-bromoethoxy)-4-methylthiophene (0.80 g, 3.6 mmol) in CH3CN
(35 mL). The resulting reaction mixture was stirred at 70 ◦C under
argon atmosphere for 2 days. After evaporation of the solvent, the

crude product was washed twice with warm ethyl acetate and twice
with diethyl ether at room temperature to provide monomer 1 as
a white solid, yield 88%. 1H NMR (CDCl3, 300 MHz) ı = 2.00 (s, 3H);
4.00 (s, 3H); 4.32 (t, J = 4.2 Hz, 2H); 4.90 (t, J = 4.5 Hz, 2H), 6.20 (d,
J = 0.3 Hz, 1H), 6.78 (t, J = 2.1 Hz, 1H), 7.26 (s, 1H), 7.46 (s, 1H), 10.55 (s,
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Table 1
The oligonucleotide used in this study.

Probe Y 5′-CCA TGC GAA CAA TTC AAC CG-3′

Target X1 5′-CGG TTG AAT TGT TCG CAT GG-3′

X2 5′-CGG TTG AAT TGT TCG CAT GP-3′

X3 5′-CGG TTG AAT TGT TCG CATPP-3′
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A serial of experiments were performed in order to determine
whether CPT could effectively recognize the base deletion in dsDNA.
As shown in Fig. 3, at room temperature, the emission of CPT at
520 nm in the optimized buffer (0.01 M Tris–HCl/0.1 M NaCl, pH
X4 5′-CGG TTG AAT TGT TCG CAPPP-3′

X5 5′-CGG TTG AAT TGT TCG CPPPP-3′

P represented here allele gene with its base deleted.

H). 13C NMR (CDCl3, 300 MHz) ı = 11.74, 36.51, 49.18, 68.94, 98.55,
12.93, 121.46, 122.79, 123.09, 128.52, 137.44, 154.78.

.3.4. Preparation of two polymers
A solution of monomer 1(0.5 g, 1.9 mmol) in chloroform (20 mL),

as added dropwise to a solution of anhydrous FeCl3 (1.0 g,
.2 mmol) in chloroform (30 mL) under argon atmosphere. The mix-
ure was stirred at room temperature for 2 days. After evaporation
f the solvent, the compound was washed quickly with methanol
nd dissolved in an excess of acetone, precipitated by addition of
n excess of tetrabutylammonium chloride. The black-red polymer
as dissolved in methanol by adding a few drops of anhydrous
ydrazine. After the solution was evaporated again, the resulting
olymer was washed again several times with a saturated solu-
ion of tetrabutylammonium chloride in acetone and by Soxhlet
xtraction with acetone over a period of 10 h, and then dried under
educed pressure to give polymer 1 (PT), yield 62%. The preparation
f polymer 2 (CPT) was the same to that of polymer 1, monomer
(0.45 g, 1.74 mmol) and 3-thiophenecarboxaldehyde (monomer 2,
.04 g, 0.35 mmol) were added in molar proportion of 5:1, thus the
PT can be sufficiently precipitated by adding tetrabutylammo-
ium chloride. During final treatment of CPT, anhydrous hydrazine
as not used to keep aldehyde group intact in CPT. The obtained
PT are bright red with its maximum excitation and emission wave

ength are 397 nm and 520 nm in pure water, yield 59%

.4. Measurements

.4.1. Assay for fluorescence
The stock solutions of PT and CPT (2×10−4 M, per repeat unit)

ere dissolved in pure water and used by appropriate dilution, all
he oligonucleotides solutions (1×10−5 M, Table 1) were prepared
n 10 mM Tris–HCl buffer prior to use. For fluorescence assay, in 5 mL
ppendorf tube, a 20 �L of CPT or PT solution was added to 4 mL
ris–HCl aqueous solution, followed by the addition of 10 �L the
apture oligonucleotide (Y), respectively. The target oligonucleotide
1–X5 was then added in proportion to perform hybridization. The
nal concentration of CPT or PT was 5.0×10−7 M, probe Y was
.5×10−8 M. The mixture were incubated in water at 45 ◦C for
0 min and cooled to room temperature to obtain dsDNA-CPT or
T complex (also called triplex, its maximum UV–vis spectra was
t 420 nm).

.4.2. The lifetime of two polymer-dsDNA triplex
CPT-Y-X3 and PT-Y-X3 were selected for measurement and pre-

ared in 10 times than that for fluorescence measurements. The
xcitation source was a mode-locked Ti:sapphire laser (Mira 900,
oherent) with a pulse width of∼3 ps at a repetition rate of 76 MHz.
he lifetime of two triplexes was determined in a 3 mL quartz with
ptical pathlength of 1.0 cm at room temperature. The samples
ere excited at 400 nm and signal was collected in reflective mode
quipped with GG455and 700FL filter slide, and the photolumi-
escence spectra were recorded by a monochromator (Spectrapro
500i, Acton) with a liquid-nitrogen-cooled CCD detector (SPEC-10,
rinceton). The time-resolved PL decay traces were recorded by a
ime-correlated single photon counting system (PicoQuant GmbH).
Fig. 1. The influence of pH on the fluorescence of the solution, [CPT] = 5.0×10−7 M
in 0.01 M Tris–HCl buffer(containing 0.1 M NaCl).

3. Results and discussion

3.1. The optimization of pH and NaCl concentration

During DNA hybridization process, the pH value of solution and
the concentration of NaCl were vital to the sensitivity of the system.
Suitable pH value and NaCl of the media are helpful for conforma-
tion transfer and stabilization of double strand construction, also
the hybridization time can be shortened. Leclerc’s group have opti-
mized the media for PT to obtain desired results [29,31], but CPT is
different from PT. In order to achieve the good peak of CPT, improved
sensitivity and shortened analysis time in this contribution. It was
still necessary to optimize situation for efficient detection. Firstly,
hybridization buffer was 0.01 M Tris–HCl, the pH value of solution
ranging from 5.5 to 9.5 was set to monitor the fluorescence change
of copolymer-dsDNA triplex. It could be seen in Fig. 1, when pH was
at 8.0, the fluorescence intensity of CPT was at its maximum; then
operation at optimum pH, the concentration of NaCl was tested,
it was found in Fig. 2 that 0.08–0.3 M NaCl could provide the best
result, and 0.1 M NaCl was selected for the system.

3.2. Recognition of base-deleted DNA
Fig. 2. The influence of NaCl on the fluorescence of the solution, [CPT] = 5.0×10−7 M
in 0.01 M Tris–HCl buffer, pH 8.0.
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The two factors together might induce a significant change in con-
formation of triplex, which generated a different emission state of
ig. 3. The fluorescence spectra of (a) CPT in 0.01 M Tris–HCl buffer (pH 8.0, con-
aining 0.1 M NaCl) and (b) PT + probe Y; X1 −X5 were copolymer + Y + X1 −X5,
espectively. [CPT] = 5.0×10−7 M, [Y] = [X1 −X5] = 2.5×10−8 M. Excitation wave
ength is at 420 nm.

.0) was weak (Fig. 3, a). The stoichiometrical addition of probe
to CPT solution could quench the emission intensity (Fig. 3b),

ut the quenching constant KSV = 3.2×104 M−1 was far less than
hat in pure water, which was 5.6×108 M−1. Once the equiva-
ent of perfect matched target X1 was added, after incubation in
ater at 45 ◦C for 10 min, the fluorescence was greatly enhanced

Fig. 3, X1), and no further increase was observed in the presence
f excessive target X1. Other targets (X2–X5) with one or more
ases deletion in the 3′ end (shown in Table 1) also increased
he emission intensity to some extent, but less than the com-
letely complementary strand (Fig. 3, X2–X5). Interestingly, apart
rom the quenched fluorescence intensity, with more bases deleted,
he curves were broadening gradually. To verify the differentiat-
ng ability of PT, controlled experiments were carried out in the
ame condition. As shown in Fig. 4, no other pronounced changes
ere observed except for the slightly decreased fluorescence

Fig. 3, X1–X5).
It is well documented that the cationic CPEs could bind with

egatively charged DNA phosphate through electrostatic interac-
ion and other effects [32–34], which leads to the fluorescence

uenching of the polymer. Addition of completely complementary
NA would recover the fluorescence of the CPEs. Imperfect com-
lementary DNA, such as one or more mismatched base sequence,
ould only make partial recovery of the fluorescence. Thus special

ig. 4. The fluorescence spectra of (a) PT in 0.01 M Tris–HCl buffer (pH 8.0, containing
.1 M NaCl) and (b) PT + probe Y; X1 −X5 were polymer + Y + X1 −X5, respectively.
PT] = 5.0×10−7 M, [Y] = [X1 −X5] = 2.5×10−8 M. Excitation wave length is at 420 nm.
Scheme 2. The schematic formation of covalent bond (a) and hydrogen bond (b)
between unpaired bases and aldehyde group.

DNA sequences were identified according to the recovered strength
of fluorescence. As for the copolymer, positive charged backbone
brought ssDNA to close proximity to form duplex, therefore the
fluorescence was quenched via strong electrostatic interaction and
electronic/energy transfer. Upon addition of complementary strand
and after incubation at 45 ◦C for about 10 min, a triplex complex
was formed, which led to great enhancement of the fluorescence.
In marked contrast to the case of PT in Fig. 4, the curves of CPT
showed different behaviors (Fig. 3). There might be two factors
accounting for such phenomena. Firstly, due to the existence of
aldehyde residues as side groups, oxygen and hydrogen atoms in
the backbone might form hydrogen bonds with those unpaired
bases in triplex. When the hydrogen bonds form among comple-
mentary bases, they were exceptionally stable and comparatively
unreactive with electrophiles, nucleophiles, and light in the aque-
ous environment. Secondly, carbonyl such as aldehydes, can react
with amines to form Schiff base intermediates that are in equi-
librium with their free forms. The unpaired bases contain amino
groups, which attacked active aldehyde group to form covalent
bonds, and further stabilization of the covalent bond by a reversible
dehydration reaction leads to Schiff base. Moreover, the � elec-
trons in C N bond could also disturb the �–� conjugated chain.
the copolymer (Scheme 2). As shown in Fig. 4, without aldehyde
group doped in the main chain of PT, no distinct behavior could
be observed except for slightly decreased emission compared with

Fig. 5. The absorption of PT-dsDNA triplex in 0.01 M Tris–HCl buffer (pH 8.0, con-
taining 0.1 M NaCl), [X1–5] = 1.0×10−6 M, [PT] = 2×10−5 M, on per repeat unit.
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ig. 6. The absorption of CPT-dsDNA triplex, in 0.01 M Tris–HCl buffer (pH 8.0, con-
aining 0.1 M NaCl), [X1–5] = 1.0×10−6 M, [CPT] = 2×10−5 M, on per repeat unit.

erfect matched strands. Although the two polymers had practi-
ally the same repeating thiophene units in the polymer backbone,
he UV–vis absorption spectra of triplex also demonstrated sub-
le differences due to the presence of aldehyde in the chain. After
riplex was formed, a new absorption feature appeared at 420 nm,
ut the peak width at half height of CPT-dsDNA was broader than
hat of PT (Figs. 5 and 6).

.3. The fluorescence lifetime of two triplexes

Now that the interaction mechanism of two triplexes was varied
rom each other, the fluorescence lifetime of the two should be dif-
erent. CPT-Y-X3 and PT-Y-X3 were selected for evaluation. As our
nticipation, measured in the same experimental conditions, the
ifetime of CPT-Y-X3 was 1.00 ns, longer than that of PT-Y-X3, which
as 0.86 ns. The lifetime of a fluorophore represented its inherent

uality, but would change when a new exciplex was formed with
xternal stimuli [35]. The main difference of two triplexes origi-
ated from the main chain that doped with aldehyde, and it was the
ldehyde that associated with unpaired bases led to the diversity
f triplexes lifetime (Fig. 7).

. The determination of perfect matched ssDNA and
ase-deleted DNA

.1. Linearity range

Since the resulting copolymer could effectively recognize the
pecific sequence dsDNA, we then expected it can be used to quan-
itatively detect ssDNA, and three target ssDNA(X1–3) were chose
or assay. Under the optimized condition, the experiments showed
hat the increase of fluorescence intensity at 520 nm could quantita-

ively reflect the added amount of target ssDNA in the concentration
ange of 0.5–25×10−9 M. Calibration curves were constructed with

series of target ssDNA concentrations. Each point of the cali-
ration graph corresponded to the mean value obtained from 5

ndependent measurements. The linearity curves were defined by

able 2
he equation of target ssDNA, LOD, LOQ and the correlation coefficient (x, nM, n = 5).

arget ssDNA Equation LOD (nM)

1 y = 3.35x−1.87 0.10
2 y = 2.47x−1.42 0.17
3 y = 2.25x + 0.21 0.23
Fig. 7. The lifetime measurement of two triplexes, 1, PT-Y-X3; 2, CPT-Y-X3,
cPT = cCPT = 5×10−6 M, X3 = 2.5×10−7 M, in 0.01 M Tris–HCl buffer (pH 8.0, containing
0.1 M NaCl) at room temperature.

the fluorescence intensity (y) vs. concentrations (x, expressed in
nM) of each ssDNA, and all the equations, together with the corre-
lation coefficient, were listed in Table 2.

4.2. Sensitivity and specificity

A signal-to-noise ratio (S/N) of approximately 3:1 was generally
considered to be acceptable for estimating the limit of detection
(LOD). The measured LOD value of each ssDNA (X1–3) and the
relative standard deviation (R.S.D.) were also shown in Table 2.
The LOQ was the lowest concentration of each ssDNA that could
be quantified with acceptable precision and accuracy, which was
defined as S/N = 10. The measured LOQ value was 0.10, 0.17 and
0.23 nM, respectively, for the proposed method. The specificity of
the system depended on the complementary bases, whereas non-
complementary ssDNA or other nucleotides could not make the
fluorescence recovery.

4.3. Precision

The precision was studied with respect to repeatability and
intermediate precision. In order to measure the repeatability of the
system, five consecutive solutions containing 10.0 nM of each target
ssDNA were added to copolymer/Y duplex under the same condi-
tion. The amount of X1–3 was found to be 9.97±0.04, 10.01±0.03
and 9.97±0.05 nM with their R.S.D. were 0.87%, 1.29% and 1.57%,
respectively. These values indicated that the proposed method had
high repeatability and precision for ssDNA detection.

4.4. The determination of real samples

Special oligonucleotide pair for bird flu type H1N1 similar to

probe Y and target X1–3 was designed for detection. After asym-
metrical PCR amplification and purification, the concentrations of
each sequence were determined by recording the absorbance at
260 nm, and then treated as described in the procedure for mea-
surement. Each of the samples was repeated for three times and

LOQ (nM) R.S.D (%) Correlation coefficient

0.24 0.76 0.9978
0. 29 0.83 0.9932
0. 37 0.89 0.9917
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Table 3
Recovery test for real samples (n = 3).

Target ssDNA Originala (nM) Addedb (nM) Found (nM) Mean recovery (%) R.S.D. (%)

X1 10.00 5.00 14.88 ± 0.08 97.20 1.07
X2 10.00 5.00 14.86 ± 0.10 96.91 1.25
X
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a Original: Concentration of standard solution.
b Added: Concentration of sample solution determined by UV–vis spectrum at 26

he acceptable recovery was set as between 95% and 105% for the
ystem. The obtained results in Table 3 were in agreement with the
oncentrations calculated by the absorption spectra.

. Conclusion

In summary, a simple, rapid and sensitive method for recog-
ition of bases deletion in dsDNA was established based on an

mproved polythiophene copolymer. The recognition process relies
n strong electrostatic and hydrophobic interactions, hydrogen
onds and chemical coupling also play a significant role in dis-
inguishing the subtle differences in dsDNA. The method also can
e applied for detection ssDNA with very low LOD. With respect
o some reported methods for detecting such mutant, the pro-
osed method is quite rapid, feasible, and without any complicated

abeling or modification. Thus the novel copolythiophene allows a
ersatile procedure for fast recognition and detection of oligonu-
leotides.
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a b s t r a c t

Three different derivatives of macrocyclic tetraimine Schiff’s base have been synthesized and explored
as a neutral ionophores for preparing poly(vinyl chloride) based membrane sensors selective to Dy3+.
The addition of sodium tetraphenyl borate and various plasticizers, viz., o-NPOE, DBP, DBBP, DOP and
CN has been found to substantially improve the performance of the sensors. The best performance was
obtained with the sensor no. 1 having membrane of Schiff’s base (SL-1) with composition (w/w) SL-1
eywords:
y(III)
VC
on-selective electrode
chiff’s bases

(4.5%): PVC (30.5%): o-NPOE (59.5%): NaTPB (5.5%). This sensor exhibits Nernstian response with slope
19.4 mV/decade of activity in the concentration range of 10−8 to 1.0×10−2 M Dy3+, performs satisfac-
torily over wide pH range of (2.8–7.2) with a fast response time (10 s). The sensor was also found to
work satisfactorily in partially non-aqueous media up to 20% (v/v) content of acetonitrile, methanol or
ethanol. The proposed sensor can be used over a period of 1.5 months without significant drift in poten-
tials. The sensor has been also utilized for the determination of Dy3+ level in different soil samples.
. Introduction

Although the dysprosium has negligible toxic effect on human
eings, only mild toxicity can be produced by ingestion of sol-
ble salts of dysprosium. It was calculated that a dose of 500 g
r more would be needed to put a person’s life at risk. Dys-
rosium has number of applications that make its analysis more
dvantageous. Dysprosium is used, in conjunction with vanadium
nd other elements, for making laser materials [1]. It is used
or nuclear control rods; dysprosium oxide (also known as dys-
rosia) with nickel cement compounds which absorb neutrons
eadily without swelling or contracting under prolonged neutron
ombardment, is being used for cooling rods in nuclear reactors
2]. Dysprosium also used in semiconductor device [3,4] and can
e used in some metal alloys to provide strength [5]. Therefore

ts determination in mineral and salt solutions is very impor-
ant
There are lots of techniques for the determination of dyspro-
ium such as A.A.S [6], ICP-MS [7] and ICP-AES [8]. These methods
ither are time-consuming, involve multiple sample manipulations,
r are too expensive for most analytical laboratories; ion-selective

∗ Corresponding author. Tel.: +91 1332285801; fax: +91 1332273560.
E-mail addresses: vinodfcy@iitr.ernet.in, vinodfcy@gmail.com (V.K. Gupta).

1 May be working from September 2009 at King Fahd University of Petroleum and
inerals, Dhahran, Saudi Arbia.

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.04.019
© 2009 Elsevier B.V. All rights reserved.

electrodes (ISE) provide analytical procedures for such situations as
they are fast, convenient, having minimum sample pre-treatment
requirement and may also be suitable for online analysis. In view
of such advantages, a number of lanthanide ion selective sensors
based on poly(vinyl) chloride have been developed such as La3+

[9,10], Yb3+ [11], Gd3+ [12], Sm3+ [13], Er3+ [14], Tb3+ [15] and also
on Dy3+ [2,16,17–19]. Although lot of work has been done on Dy3+

selective membrane electrodes with good selective ranges, no one
did comparative evaluation of Dy3+ selective membrane electrodes;
therefore authors have been synthesized three different derivatives
of macrocyclic tetraimine Schiff’s base for comparative evaluation
of Dy3+ selective membrane electrodes and improved the detection
limit compared to reported work.

2. Experimental

2.1. Reagents and materials

1,2-ethanediamine, high molecular weight polyvinyl chloride
(PVC), potassium tetra fluoroborate (KBF4) and 1,4-butadiamine
Aldrich (Wisconsin, USA), tri-n-butylphosphate (TBP) BDH (Poole,
England), chloronapthalene (CN), dibutylphthalate (DBP) and

dibutyl(butyl) phosphonate (DBBP) Mobile (Alabama, USA), o-
nitrophenyl octyl ether (o-NPOE), Oleic acid (OA) Sisco research
Lab (Mumbai, Maharashtra, India), dioctylphthalate (DOP) renkem
(Gurgaon, India) and potassium tetrakis(4-chlorophenyl borate)
(KTpClPB) fluka (Ronkonkoma, NY) were purchased and used as
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eceived. 0.1 M stock solutions were prepared by dissolving AR
rade metal nitrates in double distilled water and standardized
herever necessary. The working solutions of different concentra-

ion were prepared by diluting the stock solutions.

.2. Synthesis of ligands

.2.1. Synthesis of bis(5-formyl-2-thienyl)methane, SA [20]
A solution of bis(5-bromo-2-thienyl)methane [21] (6.3 g,

9.0 mmol) in dry ether (40 ml) was added over a period of 10 min
o 15% buthyllithium–hexane solution (19.0 g) in dry diethyl ether
30 ml) at−40 to−50 ◦C under N2 atmosphere. Then, N,N-dimethyl
ormamide (DMF) (2.8 g, 38 mmol) in dry diethyl ether (20 ml) was
dded over a period of 5 min; the mixture was stirred for 1 h at
oom temperature. After this, the solution was added to crushed
ce (100 g); the ether layer was washed successively by a 5% HCl
queous solution, a saturated NaHCO3. After removing the solvent,
he crude product was crystallized with ethanol to give colorless
roduct.

Color: colorless; mp: 95 ◦C; I.R (KBr): 1645 cm−1 (CHO); 1H NMR
CDCl3): ı = 4.43 (2H, s), 7.00 (2H, d, J = 3.6 Hz), 7.62 (2H, d, J = 3.6 Hz)
nd 9.83 (2H, s, CHO); MS m/z 236 (M+, 100%)

.2.1.1. Synthesis of 31,32,33,34-tetrathia-3,6,18,21-
etraazapentacyclo[26.2.1.18,11.113,16.123,26] tetratriaconta-1(30),
,6,8,10,13,15,17,
1,23,25,28-dodecaene, SL-1. A solution of SA (0.25 g, 1.0 mmol)
n CHCl3 (20 ml) and a solution of 1,2-ethanediamine (0.06 g,
.0 mmol) in CHCl3 (20 ml) were added simultaneously to the
HCl3 (20 ml) over a period of 1.5 h with stirring at room temper-
ture. After stirring for 30 min, the reaction mixture was filtered
n order to remove any insoluble precipitate; the filtrate was
hen dried over Na2SO4 and concentrated. The yellow powder,
hus obtained, was washed with ethanol (20 ml×2) giving SL-1
2.2 g, 83%). Color: colorless; mp: 158 ◦C; I.R (KBr) 2820, 1620, and
40 cm−1; 1H NMR (CDCl3) ı = 3.83 (8H, s), 4.20 (4H, s), 6.73 (4H,
, J = 3.6 Hz), 7.03 (4H, d, J = 3.6 Hz.) and 8.15 (4H, s); MS m/z 520
M+, 10%). Elemental analysis was corresponding to the structure
s given in Fig. 1.

.2.2. Synthesis of 12,12,27,27-tetramethyl-31,32,33,34-tetrathia-
,6,18,21-tetraazapentacyclo [26.2.1.18,11.113,16.123,26]
etratriaconta-1 (30), 2,6,8,10,13,15,17,21,23,25,28-dodecanene,
L-2

The solution of 2,2-bis(5-formyl-2-thienyl) propane, synthe-
ized by the same procedure as given above [22] (2.6 g, 10 mmol)
n CHCl3 (50 ml) and 1,2-ethanediamine (0.6 g, 10 mmol) in CHCl3
100 ml) were added simultaneously to 50 ml of CHCl3 over a
eriod of 15 h with stirring at room temperature; the mixture was
tirred for an additional 30 h. After usual work-up, the crude prod-
ct was obtained as yellow powder, which was recrystalized with
HCl3–hexane to give SL-2 (2.4 g, 84%). Color: pale-yellow; mp:
33 ◦C; I.R (KBr): 2970, 2930, 2830, 1630 and 800 cm−1; 1H NMR
CDCl3) ı = 1.80 (12H, s), 3.79 (8H, s), 6.74 (4H, d, J = 3.6 Hz), 6.99 (4H,
, J = 3.6 Hz); 13C NMR (CDCl3): ı = 32.41, 40.92, 61.07, 123.61, 130.04,
55.83 and MS m/z 576 (M+, 26%). Elemental analysis corresponds
o the structure given in Fig. 1.

.2.3. Synthesis of 13,13,29,29,-tetramethyl-33,34,35,36-tetrathia
3,7,19,23-tetraazapentacyclo [28.2.1.19,12.114,17.125,28]
exatriaconta-1(32), 2,7,9,11,14,16,18,23,25,27,30-dodecaene, SL-3
The solution of 2,2-bis(5-formyl-2-thienyl) propane, synthe-
ized by same procedure as given above (2.6 g, 10 mmol) in CHCl3
50 ml) and 1,3-propanediamine (0.6 g, 10 mmol) in CHCl3 (100 ml)
ere added simultaneously to 50 ml of CHCl3 over a period of

5 h with stirring at room temperature; the mixture was stirred
Fig. 1. Structures of macrocycli Schiff’s bases SL-1, SL-2 and SL-3.

for an additional 30 h. After usual work-up, the crude product
was obtained as colorless powder, which was recrystalized with
CHCl3–hexane to give SL-3 (14%). Color: colorless; mp: 270 ◦C; I.R
(KBr): 2975, 2840 and 1630 cm−1; 1H NMR (CDCl3) ı = 1.40–2.40
(16H, m), 3.53 (8H, t, J = 7.2 Hz), 6.76 (4H, d, J = 3.6 Hz), 7.00 (4H, d,
J = 3.6 Hz) and 8.20 (4H, s); 13C NMR (CDCl3): ı = 31.74, 32.38, 40.89,
58.60, 123.54, 129.64, 140.56, 154.46 and 157.94 cm−1 MS m/z 604
(M+, 1%). Elemental analysis corresponds to the structure given in
Fig. 1.

2.3. Fabrication of electrodes
The membranes have been fabricated as suggested by Craggs et
al. [23]. The PVC-based membranes have been prepared by dissolv-
ing appropriate amounts of Schiff’s bases (SL-1 and SL-2), different
anionic additives NaTPB, OA, KTpClPB, KBF4 and plasticizers DBP,
o-NPOE, CN, DOP and PVC in THF (5 ml). The components were
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Table 1
The composition (%, w/w) of best optimized membranes of different ligands.

Electrode type Ionophore PVC Additives Plasticizer Working concentration
range (M)

Detection limit (M) Slope (±0.2 mV/
decade of activity)

Response
time (s)

1 5.4×1
2 3.2×1
3 2.1×1
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ˇILn =
(

LT −
nRT

ZI

)−n

exp
(

EMzIF

RT

)
(1)

where LT is the total concentration of ionophore in the membrane
segment, RT is the concentration of lipophilic ionic site additives, n

Table 2
The formation constants of macrocyclic ligands–metal complexes.

Cations SL-1 SL-2 SL-3
Formation
constant (log
ˇILn)a ± S.D.

Formation
constant (log
ˇILn)a ± S.D.

Formation
constant (log
ˇILn)a ± S.D.

Na+ 0.42 ± 0.03 0.37 ± 0.02 0.34 ± 0.03
K+ 0.38 ± 0.04 0.32 ± 0.04 0.30 ± 0.04
Ag+ 1.46 ± 0.06 1.05 ± 0.05 1.04 ± 0.03
Cu2+ 3.21 ± 0.10 3.10 ± 0.23 3.09 ± 0.22
Pb2+ 3.58 ± 0.34 3.44 ± 0.03 3.41 ± 0.01
Cd2+ 3.52 ± 0.23 3.41 ± 0.21 3.39 ± 0.06
Zn2+ 3.40 ± 0.06 3.38 ± 0.23 3.35 ± 0.21
Co2+ 3.15 ± 0.22 3.10 ± 0.11 3.09 ± 0.12
Cr3+ 4.52 ± 0.40 4.48 ± 0.07 4.45 ± 0.21
Ce3+ 5.15 ± 0.21 5.10 ± 0.16 5.07 ± 0.08
Nd3+ 5.21 ± 0.32 5.18 ± 0.30 5.13 ± 0.04
Sm3+ 5.33 ± 0.23 5.29 ± 0.23 5.25 ± 0.19
Eu3+ 5.34 ± 0.21 5.33 ± 0.19 5.31 ± 0.21
Gd3+ 5.40 ± 0.23 5.38 ± 0.21 5.36 ± 0.18
SL-1(4.5) 30.5 NaTPB(5.5) o-NPOE(59.5)
SL-2(4.5) 30.5 NaTPB(5.5) o-NPOE(59.5)
SL-3(4.5) 30.5 NaTPB(5.5) o-NPOE(59.5)

dded in terms of weight percentages. The homogeneous mixture
as obtained after complete dissolution of all the components,

oncentrated by evaporating THF and it has been poured into poly-
crylate rings placed on a smooth glass plate. The viscosity of
he solution and solvent evaporation was carefully controlled to
btain membranes with reproducible characteristics and uniform
hickness otherwise the response of the membrane sensors have
hown a significant variation. The membranes of 0.4 mm thick-
ess were removed carefully from the glass plate and glued to
ne end of a “Pyrex” glass tube. It is known that the sensitivity,
inearity and selectivity obtained for a given ionophore depends sig-
ificantly on the membrane composition and nature of plasticizer
sed [24]. Thus, the ratio of membrane ingredients, time of con-
act, concentration of equilibrating solution, etc. were optimized
fter a good deal of experimentation to provide membranes, which
enerate reproducible and stable potentials. The membranes hav-
ng only PVC as membrane ingredient (dummy membranes) have
lso been prepared to observe whether any background potentials
ere being produced due to binding material or not. The poten-

ials were not generated without the electroactive material in the
embrane.

.4. Conditioning of membranes and potential measurements

The membranes were equilibrated for 2 days in 0.01 M DyCl3
olution. The potentials have been measured by varying the con-
entration of DyCl3 in test solution in the range of 1.0×10−8

o 1.0×10−1 M. The standard DyCl3 solutions of metal salt have
een obtained by gradual dilution of 0.1 M DyCl3 solution and
H adjusted (pH 5.2) using Tris–HCl buffer. The potential mea-
urements were carried out at 25±1 ◦C using saturated calomel
lectrodes (SCE) as reference electrodes with the following cell
ssembly:

Hg/Hg2Cl2|KCl (satd.)|1.0 M DyCl3||PVC membrane||test
olution|Hg/Hg2Cl2|KCl (satd.)

. Result and discussion

.1. Effect of internal solution

The proposed electrodes were also examined at different con-
entrations of inner reference solution (1.0×10−1 to 1.0×10−4 M)
nd potential response of the electrodes based on SL-1, SL-2 and
L-3 membranes have been observed. It was found that the best
esults in terms of slope and working concentration range has
een obtained with internal solution of activity 1.0×10−1 M. Thus,
.0×10−1 M concentration of the reference solution was quite
ppropriate for the smooth functioning of the proposed elec-
rodes.

.2. Optimization of membrane electrodes
Once the membrane electrodes based on different ligands (SL-1,
L-2 and SL-3) have been synthesized and as their responses were
hecked against different concentration of Dy3+, further to get the
est results, membrane compositions have been optimized using
ifferent concentration of anionic additives: NaTPB, OA, KTpClPB,
0−8 to 1.0×10−2 4.1×10−8 19.4 10
0−7 to 1.0×10−2 2.1×10−7 18.5 10
0−6 to 1.0×10−2 1.7×10−6 17.8 11

KBF4 and plasticizers: TEHP, DBP, o-NPOE, CN, DOP, PVC and it was
observed that the best response in terms of detection limit, working
range, response time and slope observed with electrode no. 1 having
composition (%, w/w); (SL-1) (4.5%): PVC (30.5%): o-NPOE (59.5%):
NaTPB (5.5%) (Table 1). Although the response time and slopes are
almost similar, working range and detection limit are different. This
effect can be explained on the basis of cavity effect (size of cavity) of
different ligands as SL-2 has –CH3 in place of –H of SL-1 that makes
SL-1 more selective for Dy3+ compared to SL-2 and SL-3, as it can
easily fit into the cavity. SL-3 has some larger cavity compared to
both SL-1 and SL-2 that makes it less selective compared to both of
them.

3.3. Determination of formation constant

Formation constant of the ion–ionophore complex within the
membrane phase is a very important parameter that dictates
the practical selectivity of the sensor. In this method, two mem-
brane segments are fused together, with only one containing the
ionophore, to give a concentration-polarized sandwich membrane.
A membrane potential measurement of this transient condition
reveals the ion activity ratio at both interfaces, which translates
into the apparent binding constants of the ion–ionophore complex
[25]. In this method, complex formation constants are obtained
by neglecting ion pairing. As reported, the membrane potential
EM is determined by subtracting the cell potential for a mem-
brane without ionophore from that for the sandwich membrane.
The formation constant is then calculated from the following
equation.
Tb3+ 5.45 ± 0.33 5.43 ± 0.05 5.40 ± 0.12
Dy3+ 8.86 ± 0.01 7.83 ± 0.04 6. 86 ± 0.08
Ho3+ 5.43 ± 0.15 5.40 ± 0.05 5.36 ± 0.13
Er3+ 5.51 ± 0.31 5.49 ± 0.12 5.47 ± 0.21

a Mean value± standard deviation (four measurements).



V.K. Gupta et al. / Talanta 79 (2009) 528–533 531

Table 3
Selectivity coefficient (log pot

Dy3+,B
) values observed for best Dy(III) selective electrodes

as calculated by fixed interference method.

Interfering ion (B) Selectivity coefficient (log pot
Dy3+,B

) by FIMa

Sensor no. 1 Sensor no. 2 Sensor no. 3

Na+ −4.24 −4.39 −4.73
K+ −4.34 −4.53 −4.82
Ag3+ −4.22 −4.34 −4.68
Co2+ −3.91 −3.95 −3.97
Zn2+ −3.88 −3.89 −3.90
Cd2+ −3.64 −3.68 −3.75
Pb2+ −3.54 −3.61 −3.63
Cr3+ −3.44 −3.47 −3.50
Ce3+ −3.34 −3.38 −3.41
Nd3+ −3.21 −3.28 −3.31
Sm3+ −3.10 −3.16 −3.21
Eu3+ −3.05 −3.11 −3.18
Gd3+ −2.93 −2.96 −2.98
Ho3+ −2.91 −2.93 −2.95
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The performance of the sensor no. 1 was further assessed in par-
tial non-aqueous media, i.e. methanol–water, ethanol–water and
acetonitrile–water mixture. The results obtained are compiled in
Table 5 and show that up to 20% non-aqueous content no signifi-
cant change occurs in the slope and working concentration of the
b3+ −2.85 −2.87 −2.89
r3+ −2.79 −2.84 −2.87

a Fixed interference method.

s the ion–ionophore complex stoichiometry, and R, T and F are the
as constant, the absolute temperature, and the Faraday constant,
espectively. The ion I carries a charge of zI. The determined forma-
ion constants (log �ILn) for the examined different complexes were
ecorded in Table 2. The elapsed time between sandwich fusion
nd exposure to electrolyte was typically <1 min. The potential was
ecorded as the mean of the last minute of a 5 min measurement
eriod in the appropriate salt solution. The potential of such sand-
ich membranes remains free of diffusion-induced potential drifts

or about 20 min. Standard deviations were obtained based on the
easurements of sets of at least three replicate membrane disks

hat were made from the same parent membrane. A careful anal-
sis of the data in Table 2, reveals that Dy3+ ion has significant
ation-binding characteristics.

.4. Potentiometric selectivity

To investigate the selectivity of the proposed membrane elec-
rodes, a fixed interfering ion method (FIM) was used [26–31]. The
mf of a cell comprising an ion-selective electrode and a reference
lectrode (SCE cell) was measured for solutions of constant activ-
ty of the interfering ion (0.01 M), aB, and varying activity of the
rimary ion, aA. The emf values obtained are plotted versus the

ogarithm of the activity of the interfering ion. The intersection of
he extrapolated linear portions of this plot indicates the value of
A that is used to calculate Kpot

Dy3+,B

pot
Dy3+,B

= aDy3+

(aB)zA/zB
(2)

here aDy3+ is the activity of the primary ion (Dy3+) at the lower
etection limit in the presence of interfering ion B with activity
f aB, having zA and zB their respective charges. The values of
electivity coefficient so determined for best responsive membrane
lectrodes of SL-1, Sl-2 and SL-3, obtained results were compiled
n Table 3. It was observed that the selectivity of electrode no. 1,
owards Dy3+ is higher over most of the reported membrane elec-
rodes (Table 4) in terms of detection limit, working range and
esponse time. Next all studies were carried out with best respon-
ive membrane electrode no. 1.
.5. Response study of sensor no. 1 with different metal ions

In this study various PVC-membrane ion-selective electrodes
ith the synthesized Schiff’s base were prepared, having identi-
Fig. 2. The response study of best responsive sensor no. 1 with different metal ions.

cal composition (SL-1) (4.5%): PVC (30.5%): o-NPOE (59.5%): NaTPB
(5.5%) and tested for different cations. The potential response of
the electrodes based on SL-1for different cations are shown in
Fig. 2.

3.6. pH and non-aqueous effect

The pH dependence response of the sensor no. 1 has been tested
in the range of 1.5–8.0 at two Dy3+ concentrations of 1.0×10−3

and 1.0×10−4 M. The pH was adjusted with dilute nitric acid or
sodium hydroxide solutions. The potential of the sensor was deter-
mined as a function of pH and the results are shown in Fig. 3. The
potential remains constant over the pH range of 2.8–7.2, which
may be taken as the working pH range of the sensor assembly.
Fig. 3. pH response of sensor no. 1 at two concentrations (1.0×10−3 and
1.0×10−4 M).
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Table 4
Comparative study of best responsive membrane electrode no. 1, with reported literature.

Reference Inophore Working range (M) Dectection limit (M) Slope (mV/decade of activity) Response time (s)

[16] N,N-
bis(pyrrolidene)benzne-
1,2-diamine

1.0×10−5 to 1.0×10−1 6.0×10−6 20.6 ± 0.2 <20

[2] [(E)-N-(2 hydroxybenzyli-
dene)benzohydraide]

1.0×10−6 to 1.0×10−2 8.0×10−7 20.1 ± 0.8 <20

[17] Procaine 1.0×10−6 to 1.0×10−1 7.9×10−7 20.1 ± 0.1 <10
[18] 6-Hydrazino-1,5-diphenyl-

6,7-dihydropyrazolo[3,4-
d]pyrimidine-4(5H)-imine

8.0×10−7 to 1.0×10−1 4.2×10−7 19.6 ± 0.3 <10

[ −6 −1 4.7×10−7 19.5 ± 0.4 <10
[ 4.1×10−8 19.4 ± 0.2 10
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Fig. 4. Dynamic response study of sensor no. 1 at concentration range of 1.0×10−2

to 1.0×10−6 M.
19] Benzoxazoleguanidine (BG) 1.0×10 to 1.0×10
This work] Derivative of bis(5-bromo-

2-thienyl)methane,
SL-1

5.4×10−8 to 1.0×10−2

ensor. However, above 20% non-aqueous content, the working con-
entration of the sensor is significantly reduced, and thus the sensor
an only be utilized in mixtures containing up to 20% non-aqueous
ontent.

.7. Dynamic response time and life time

The critical response characteristics of the proposed Dy3+

elective electrode were investigated according to IUPAC recom-
endations [27–29], and the result thus obtained was 10 s (for

eaching >95% of its equilibrium potential). This is most probably
ue to the fast exchange kinetics of complexation–decomplexation
f Dy3+ ions with SL-1 at the test solution–membrane interface.
he corresponding emf versus time plot was finally used for the
valuation of the practical response time of the electrode. The
ractical reversibility required for the Dy3+ sensor, to reach a
otential within ±1 mV of the final equilibrium value, after suc-
essive immersion of a series of nickel ion solutions, each having
10-fold difference in concentration, was measured (Fig. 4). The

ensing behavior of the membrane remained unchanged when the
otentials were recorded either from low to high concentrations

r vice versa. The life time of best responsive sensor no. 1 was
ound to be 1.5 months after which ingredients start leaching out
f the membrane and finally result in the destruction of mem-
rane.

able 5
he performance of sensor no. 1 in partially non-aqueous media.

on-aqueous
ontent (%, v/v)

Working concentration
range (M)

Slope (±0.2 mV/
decade of activity)

0 5.4×10−8 to 1.0×10−2 19.4

ethanol
10 5.4×10−8 to 1.0×10−2 19.4
15 5.5×10−8 to 1.0×10−2 19.4
20 5.5×10−8 to 1.0×10−2 19.4
25 7.6×10−7 to 1.0×10−2 18.5
30 4.4×10−6 to 1.0×10−2 17.5

thanol
10 5.4×10−8 to 1.0×10−2 19.4
15 5.4×10−8 to 1.0×10−2 19.4
20 5.5×10−8 to 1.0×10−2 19.4
25 6.8×10−7 to 1.0×10−2 18.4
30 4.2×10−6 to 1.0×10−2 17.8

cetonitrile
10 5.4×10−8 to 1.0×10−2 19.4
15 5.5×10−8 to 1.0×10−2 19.4
20 5.5×10−8 to 1.0×10−2 19.4
25 5.6×10−7 to 1.0×10−2 19.1
30 7.1×10−6 to 1.0×10−2 17.6

Table 6
Determination of dysprosium in soil samples.

Sample no. Proposed sensor (ppm± S.D.)a Arsenazo method (ppm± S.D.)a

1 68.3 ± 0.3 64.7±0.4
2 54.3 ± 0.5 53.2±0.3
3 34.8 ± 0.3 31.6±0.4
4 23.4 ± 0.4 21.4±0.3

5 31.5 ± 0.3 29.5±0.4

a Triplicate measurement.

4. Analytical application

4.1. Determination of Dy3+ in soil samples

The analytical application of proposed sensor was utilized to
assess the Dy3+ concentration in soil samples as determined by
reported method [17]. 1.0 g sample was weighed into a PTFE beaker,
and 5 ml of 70% HClO4 and 10 ml of 48% HF were added. The sam-
ple was heated in sand bath to incipient dryness. The acid attack
with HClO4 and HF (1 + 2) was repeated three times to complete
digestion of the silicate matrix. Then the samples were transferred
into flasks and diluted with 5 ml of NaOH 5% and distilled water
to 50 ml (pH ∼5.4) and the Dy3+ ion concentration in the samples

was determined. The result, derived from triplicate measurements
with the same sensor, was found to be in satisfactory agreement
with that determined by Arsenazo method (Marczenko 1986), as it
can be seen from Table 6.
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. Conclusion

Three different derivatives of macrocyclic tetraimine Schiff’s
ase have been synthesized and explored for comparative analysis
f best Dy3+ selective response and it was observed that sensor no. 1
s good selective compare to sensor no. 2 and 3. In this way author
xplain the cavity effect of all the proposed sensors and proved
hat sensor no. 1 has best suited cavity effect for selective response
gainst Dy3+.
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A simple and rapid electrochemical method was developed for the determination of trace-level trazodone,
based on the excellent properties of multi-walled carbon nanotubes (MWCNTs). The MWCNT-modified
glassy carbon electrode was constructed and the electrochemical behavior of trazodone was investigated
in detail. The cyclic voltammetric results indicate that MWCNT-modified glassy carbon electrode can
remarkably enhance electrocatalytic activity towards the oxidation of trazodone in neutral solutions. It
leads to a considerable improvement of the anodic peak current for trazodone, and allows the devel-
razodone
ulti-walled carbon nanotubes

oltammetric determination
odified electrode

opment of a highly sensitive voltammetric sensor for the determination of trazodone. Trazodone could
effectively accumulate at this electrode and produce two anodic peaks at about 0.73 V and 1.00 V. The
electrocatalytic behavior was further exploited as a sensitive detection scheme for the trazodone deter-
mination by differential-pulse voltammetry. Under optimized conditions, the concentration range and
detection limit are 0.2–10 �M and 24 nM, respectively for trazodone. The proposed method was success-
fully applied to trazodone determination in pharmaceutical samples. The analytical performance of this

d for
sensor has been evaluate

. Introduction

Trazodone,(2-{3-[4-(3-chlorophenyl)-1-piperazinyl}propyl]-
,2,4-triazole[4,3-a]pyridine-3(2H)-one hydrochloride, TRZ (Fig. 1)
s a weak inhibitor of monoamine reuptake and its major mech-
nism of action seems to be the antagonism at serotonin
-HT2/5-HT10 receptors [1]. TRZ is used for the treatment of
ajor depression, sometimes in conjunction with selective sero-

onin reuptake inhibitors, like fluoxetine [2]. Unlike the tricyclic
ntidepressants, TRZ does not inhibit the peripheral reuptake
f noradrenaline, although it may indirectly facilitate neuronal
elease. TRZ blocks central �1-adrenoceptors and appears to have
o effect on the central reuptake of dopamine [3]. Also TRZ is used
o control sleep disturbance symptoms when using serotonin and
orepinephrine reuptake inhibitors [4]. TRZ is mainly metabolized

n the liver by the cytochrome isoform CYP3A4. The most important
etabolite thus formed is 3-(1-clorophenyl)piperazine [5], which
as a serotonergic agonist with a long half-life [6]. The main side
ffects associated with TRZ administration are: nausea, insomnia,
gitation, dry mouth, constipation, headache, hypotension, blurred
ision and confusion [7]. For these reasons, it was important to
nalyze TRZ in real samples.

∗ Corresponding author. Tel.: +91 836 2770524; fax: +91 836 2747884.
E-mail address: stnandibewoor@yahoo.com (S.T. Nandibewoor).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.064
detection of analyte in urine as a real sample.
© 2009 Elsevier B.V. All rights reserved.

Some methods have been reported for the determination of
TRZ in pharmaceutical formulations or biological samples includ-
ing spectrophotometry [8], gas chromatography [9] and high
performance liquid chromatography (HPLC) [10,11]. Certain electro-
chemical studies have also been performed by polarography [12],
cyclic voltammetric, coulometric and exhaustive electrolysis on the
carbon paste electrode [13], voltammetry by comparison with chro-
matography [14], voltammetry using platinum electrode in rotating
condition [15] and by using direct current, differential-pulse and
alternating current polarography [16]. Although HPLC has been
widely applied because of its high sensitivity and selectivity and
the ability to minimize interferences, it is time consuming, solvent-
usage intensive and requires expensive devices and maintenance.
Electrochemical detection of analyte is a very elegant method in
analytical chemistry [17].

Carbon nanotubes (CNTs) continue to receive remarkable atten-
tion in electrochemistry [18,19]. Since their discovery by Iijima [20]
in 1991 using transmission electron microscopy, CNTs have been
the subject of numerous investigations in chemical, physical and
material areas due to their novel structural, mechanical, electronic
and chemical properties [21]. The subtle electronic properties sug-
gest that CNTs have the ability to promote charge transfer reactions

when used as an electrode [22]. The modification of electrode sub-
strates with multi-walled carbon nanotubes (MWCNTs) for use in
analytical sensing has been documented to result in low detection
limits, high sensitivities, reduction of over potentials and resistance
to surface fouling. MWCNTs have been introduced as electrocat-
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Fig. 1. Chemical structure of trazodone.

lysts [23–25] and CNTs-modified electrodes have been reported
o give super performance in the study of a number of biological
pecies [26].

To our knowledge, voltammetric determination of TRZ using
MWCNTs-modified glassy carbon electrode (GCE) has not been

eported yet. The objective of the present work is to develop a con-
enient and sensitive method for the determination of TRZ based
n the unusual properties of MWCNTs-modified electrode. Here we
eport the electrochemical oxidation of TRZ on MWCNTs-modified
lassy carbon electrode. The ability of the modified electrode
or voltammetric response of selected compound was evaluated.
inally, this modified electrode was used for the analysis of TRZ in
harmaceutical and urine samples. The resulted biosensor exhibits
igh sensitivity, rapid response, good reproducibility and freedom
f other potentially interfering species.

. Experimental

.1. Reagents

TRZ was purchased from Sigma–Aldrich and used with-
ut further purification. A 10 mM stock solution was made
n doubly distilled water. Multi-walled carbon nanotubes were
rom Sigma–Aldrich (>90%, O.D.: 10–15 nm, I.D.: 2–6 nm, length:
.1–10 �m). The phosphate buffers from pH 3–11.2 were prepared

n doubly distilled water as described by Christian and Purdy [27].
ther reagents used were of analytical or chemical grade, and their

olutions were prepared with doubly distilled water.

.2. Apparatus

Electrochemical measurements were carried out on a CHI1110A
lectrochemical analyzer (CH Instrument Company, USA) coupled
ith a conventional three-electrode cell. A three-electrode cell was
sed with a Ag/AgCl as reference electrode, a Pt wire as counter
lectrode and a bare glassy carbon electrode with a diameter of
mm (modified and unmodified) were used as working electrodes,

espectively. All of the used electrodes were from CHI Co. and all
he potentials in this paper are given against the Ag/AgCl (3 M KCl).
olution pH was measured with an Elico LI120 pH meter (Elico Ltd.,
ndia).

.3. Preparation of MWCNTs and modified electrode

Multi-walled carbon nanotubes was refluxed in the mixture of
oncentrated H2SO4 and HNO3 for 4–5 h, then washed with dou-
ly distilled water and dried in vacuum at room temperature. The
WCNTs suspension was prepared by dispersing 2 mg MWCNTs
n 10 ml acetonitrile using ultrasonic agitation to obtain a relative
table suspension. The GCE was carefully polished with 0.30 and
.05 �m �-alumina slurry on a polishing cloth, and then washed in
n ultrasonic bath of methanol and water, respectively. The cleaned
CE was coated by casting 15 �l of the black suspension of MWCNTs
79 (2009) 361–368

and dried in air. The electroactive areas of the MWCNT-modified
GCE and the bare GCE were obtained by cyclic voltammetry (CV)
using 1.0 mM K3Fe(CN)6 as a probe at different scan rates. For a
reversible process, the Randles–Sevcik formula has been used [28]:

ipa = (2.69× 105)n3/2AD1/2
R Co v1/2 (1)

where ipa refers to the anodic peak current, n is the number of
electrons transferred, A is the surface area of the electrode, DR is
diffusion coefficient, � is the scan rate and Co is the concentration
of K3Fe(CN)6. For 1.0 mM K3Fe(CN)6 in 0.1 M KCl electrolyte, n = 1,
DR = 7.6×10−6 cm2 s−1, then from the slope of the plot of ipa ver-
sus �1/2, relation, the electroactive areas were calculated. In bare
GCE, the electrode surface was found to be 0.04638 cm2 and for
MWCNT-modified GCE, the surface was nearly 4–4.5 times greater.

2.4. Analytical procedure

The MWCNT-modified GCE was first activated in phosphate
buffer (0.2 M, pH 7.0) by cyclic voltammetric sweeps between 0
and 1.4 V until stable cyclic voltammograms were obtained. Then
electrodes were transferred into another 10 ml of phosphate buffer
(0.2 M, pH 7.0) containing proper amount of TRZ. After accumulat-
ing for 180 s at open circuit under stirring and following quiet for
10 s, potential scan was initiated and cyclic voltammograms were
recorded between +0.2 and +1.3, with a scan rate of 50 mV s−1. All
measurements were carried out at room temperature of 25±0.1 ◦C.

2.5. Sample preparation

Ten pieces of TRZ tablets were powdered in a mortar. A portion
equivalent to a stock solution of a concentration of about 1.0 mM
was accurately weighed and transferred into a 100 ml calibrated
flask and completed to the volume with double distilled water. The
contents of the flask were sonicated for 10 min to affect complete
dissolution. Appropriate solutions were prepared by taking suitable
aliquots of the clear supernatant liquid and diluting them with the
phosphate buffer solutions. Each solution was transferred to the
voltammetric cell and analyzed by standard addition method. The
differential-pulse voltammograms were recorded between 0.40
and 0.90 V after open-circuit accumulation for 180 s with stirring.
The oxidation peak current of TRZ was measured. The parameters
for differential-pulse voltammetry (DPV) were pulse width of 0.06 s,
pulse increment of 4 mV, pulse period of 0.2 s, pulse amplitude of
50 mV and scan rate of 20 mV s−1. To study the accuracy of the
proposed method and to check the interferences from excipients
used in the dosage form, recovery experiments were carried out.
The concentration of TRZ was calculated using standard addition
method.

3. Results and discussion

3.1. Cyclic voltammetric behavior of TRZ

The cyclic voltammograms of TRZ at a bare GCE and at MWCNT-
modified GCE were shown in Fig. 2. It can be seen that the TRZ
oxidation peaks at the bare GCE was weak and broad due to slow
electron transfer, while the response was considerably improved at
the MWCNT-modified GCE. At the bare GCE, the peaks were at about
0.79 V (peak A) and 1.10 V (peak B), but on the MWCNT-modified
GCE, the peaks appeared at 0.73 and 1.00 V with considerable

enhancement in the peak current. This was attributed to the elec-
trocatalytic effect caused by MWCNTs.

It also showed that no reduction peak was observed in the
reverse scan, suggesting that the electrochemical reaction was a
totally irreversible process. Nevertheless, it was found that the oxi-
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Fig. 2. Cyclic voltammograms of 10 �M TRZ on MWCNT-modified GCE (a) and
bare GCE (c). Blank CVs of MWCNT-modified GCE (b) and bare GCE (d). Scan rate:
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potential of the peak A is shifted to less positive values till pH 7.0,
then becomes almost pH independent (Fig. 7). Basically, two lin-
0 mV s−1; supporting electrolyte: 0.2 M phosphate buffer with pH 7.0; accumula-
ion time: 180 s (at open circuit); volume of MWCNTs suspension: 15 �l.

ation peak current of TRZ showed a remarkable decrease during
he successive cyclic voltammetric sweeps (Fig. 3). After the second
weep, the peak current decreased greatly and finally remained
nchanged. This phenomenon may be due to the fact that the
dsorption of TRZ or its oxidative product occurs at the film elec-
rode surface. Therefore, the voltammograms corresponding to the
rst cycle and peak A were generally recorded, since peak A was

ntense than B.

.2. Influence of amount of MWCNTs

Fig. 4 shows that the amount of MWCNTs has influence on the
eak current. When the amount is from 12 to 18 �l, the peak cur-
ent is more stable and higher. After that amount, it decreases. This
s related to the thickness of the film. If the film was too thin, the
RZ amount adsorbed was small, resulting in the small peak cur-
ent. When it was too thick, the film conductivity reduced and the
lm became not so stable as MWCNTs could leave off the electrode
urface. Thus it blocks the electrode surface and hence the peak
urrent decreases. At 15 �l of MWCNTs, the peak current was high-

st. Therefore, 15 �l MWCNTs suspension solution was used in the
emaining studies.

ig. 3. Successive cyclic voltammograms of 10 �M TRZ on MWCNT-modified GCE.
ther conditions are as in Fig. 2.
Fig. 4. Influence of MWCNTs suspension (0.2 mg ml−1) volume used on the anodic
peak current. Other conditions are as in Fig. 2.

3.3. Influence of accumulation potential and time

It was important to fix the accumulation potential and time
when adsorption studies were undertaken. Both conditions could
affect the amount of adsorption of TRZ at the electrode. Bearing
this in mind, the effect of accumulation potential and time on peak
current response was studied by CV. The concentration of TRZ used
was 10 �M.

When accumulation potential was varied from +0.4 to −0.4 V,
the peak current changed a little. Hence, accumulation at open cir-
cuit was adopted. The peak current increased very rapidly with
increasing accumulation time, which induced rapid adsorption
of TRZ on the surface of the modified electrode. The peak cur-
rent reached the maximum after 180 s and then being unchanged
(Fig. 5). This indicates the saturation accumulation. As too long
accumulation time might reduce the stability of MWCNTs film, 180 s
was generally chosen as accumulation time.

3.4. Influence of pH

Within the range of pH 3.0–11.2, the peak potential shifted to
less positive values for both the peaks with increasing the pH of
the buffer solution (Fig. 6). However, by increasing the pH, the
ear regions are obtained, one between pH 3.0 and 7.0 with a slope
of 53 mV/pH and another between pH 7.0 and 11.2 with a slope of

Fig. 5. Variation of the anodic peak current with accumulation time. Other condi-
tions are as in Fig. 2.
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Fig. 6. Influence of pH on the shape of anodic peak. pH: 3.0 (a), 5.0 (b), 6.0 (c), 7.0
(d) and 10.0 (e). Other conditions are as in Fig. 2.
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ig. 7. Influence of pH on the peak potential of TRZ for peaks A and B. Other condi-
ions are as in Fig. 2.

4 mV/pH. The intersection of the curves is located around pH 7.5,
hich was close to the pKa of the piperazine moiety [13]. The first

rend corresponds to the conditions where the molecule is oxidized
n its mono-protonated form. The intensity was increased to a high
alue at pH 7.0 (Fig. 8), then the peak intensity decreases contin-
ously. By increasing the pH of the solution, the potential of the
eak B changes very little and is almost pH independent. The high-

st intensity for the peak B was obtained around pH 6.0. Above pH
.0, the peak B was no longer present. As compared to peak A, peak
was less intense and moreover it can be observed within pH 8.0.

ig. 8. Variation of peak currents of peaks A and B with pH. Other conditions are as
n Fig. 2.
Fig. 9. Cyclic voltammograms of 10 �M TRZ on MWCNT-modified GCE with different
scan rates. (a)–(f) were 10, 50, 100, 150, 200 and 300 mV s−1, respectively. Other
conditions are as in Fig. 2.

3.5. Influence of scan rate

Useful information involving electrochemical mechanism usu-
ally can be acquired from the relationship between peak current
and scan rate. Therefore, the electrochemical behavior of TRZ at
different scan rates from 10 to 300 mV s−1 (Fig. 9) was also stud-
ied. There is a good linear relationship between peak current
and scan rate. The equations are Ip = 556.43� + 4.46; r = 0.9943 and
Ip = 71.43�−0.408; r = 0.996, for peaks A and B, respectively as
shown in Fig. 10. This indicates that the electrode process was
controlled by adsorption rather than diffusion. In addition, there
was a linear relation between log Ip and log �, corresponding to
the following equation: log Ip = 0.968 log � + 2.75; r = 0.9985 and
log Ip = 0.9827 log � + 1.933; r = 0.9962, for peaks A and B, respec-
tively (Fig. 11). The slopes of 0.968 and 0.9827 are close to the
theoretically expected value of 1.0 for an adsorption controlled pro-
cess [29].

The peak potential shifted to more positive values with increas-
ing the scan rates. The linear relation between peak potential and
logarithm of scan rate can be expressed as Ep = 0.8588 + 0.0817 log �;
r = 0.991 and Ep = 1.0979 + 0.0729 log �; r = 0.986, for the peaks A and
B, respectively (Fig. 12).

As for an irreversible electrode process, according to Laviron
[30], Ep is defined by the following equation:
Ep = E0′ +
(

2.303RT

˛nF

)
log

(
RTk0

˛nF

)
+
(

2.303RT

˛nF

)
log � (2)

Fig. 10. Dependence of the oxidation peak current of peaks A and B on the scan rate.
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ig. 11. Dependence of the logarithm of peak current on logarithm of scan rate for
eaks A and B.

here ˛ (alpha) is the transfer coefficient, k0 the standard hetero-
eneous rate constant of the reaction, n the number of electrons
ransferred, � (nu) the scan rate and E0′ is the formal redox poten-
ial. Other symbols have their usual meanings. Thus the value of
n can be easily calculated from the slope of Ep versus log �. In this
ystem, for peak A, the slope was 0.0817, taking T = 298, R = 8.314
nd F = 96480, ˛n was calculated to be 0.7238. According to Bard
nd Faulkner [31], ˛ can be given as

= 47.7
Ep − Ep/2

mV (3)

here Ep/2 is the potential where the current is at half the peak
alue. So, from this we got the value of ˛ to be 0.8378. Further, the
umber of electron (n) transferred in the electro-oxidation of TRZ
as calculated to be 0.864–1.0. The value of k0 can be determined

rom the intercept of the above plot if the value of E0′ is known.
he value of E0′ in Eq. (2) can be obtained from the intercept of Ep

ersus � curve by extrapolating to the vertical axis at � = 0 [32]. For
eak A, the intercept for Ep versus log � plot was 0.8588 and E0′ was
btained to be 0.7207, the k0 was calculated to be 1.3828×103 s−1.
imilarly for the peak B, n was found to be 0.894–1.0 and k0 was
.5659×103 s−1.

So, we may assume that oxidation steps of TRZ were located
n the piperazine moiety, which represents a typical redox sys-
em with two electron oxidation processes in acidic and basic
edia. The mechanism of oxidation of TRZ for the peak A follows
s given below. We may postulate that when the aliphatic nitro-
en of the piperazine moiety, distal to the benzene ring of the
olecule is protonated, oxidation occurs with the removal of a pro-

on (Fig. 13A). Above pH 8.0, oxidation exclusively occurs at the most

ig. 12. Relationship between peak potential and logarithm of scan rates for the
eaks A and B.
79 (2009) 361–368 365

basic piperazine nitrogen (distal) following the well-established
aliphatic tertiary amine oxidation pathway [33]. TRZ looses an elec-
tron to form a cation radical, which on loosing a proton and an
electron in subsequent steps to form a quaternary Schiff base. Thus
resulted quaternary Schiff base was rapidly hydrolysed to the sec-
ondary amine, 1-(3-chloro-phenyl)-piperazine and an aldehyde, 3-
(3-oxo-[1,2,4]triazolo[4,3-a]pyridin-2-yl)-propionaldehyde. Such a
mechanism of oxidation for peak A is shown in Fig. 13A.

The oxidation mechanism for peak B is entirely differ-
ent, as it was present up to pH 8.0 only. This oxidation
step of TRZ occurs at the triazolopyridine moiety of the
molecule. The mechanism for peak B is shown in Fig. 13B,
in which TRZ loses an electron from nitrogen attached to the
aliphatic chain to form a cation radical. This cation radical
on rapid hydrolysis gives 2-({3-[4-(3-Chloro-phenyl)-piperazin-1-
yl]-propyl}-hydrazono)-2H-pyridine-1-carboxylic acid, which on
decarboxylation gives rise to N-{3-[4-(3-chloro-phenyl)-piperazin-
1-yl]-propyl}-N-(1H-pyridin-2-ylidene)-hydrazine. Such proposed
mechanisms and all the results obtained are in agreement with the
report of Kauffmann et al. [13].

3.6. Calibration curve

In order to develop a voltammetric method for determining
the drug, we selected the differential-pulse voltammetric mode,
because the peaks are sharper and better defined at lower con-
centration of TRZ than those obtained by cyclic voltammetry,
with a lower background current, resulting in improved resolu-
tion. According to the obtained results, it was possible to apply
this technique to the quantitative analysis of TRZ. The phosphate
buffer solution of pH 7.0 was selected as the supporting electrolyte
for the quantification of TRZ as it gave maximum peak current
at pH 7.0. The peak at about 0.68 V was considered for the anal-
ysis. Differential-pulse voltammograms obtained with increasing
amounts of TRZ showed that the peak current increased linearly
with increasing concentration, as shown in Fig. 14. Using the opti-
mum conditions described above, linear calibration curves were
obtained for TRZ in the range of 0.2–10 �M. The linear equation
was Ip (�A) = 1.8714 + 0.4931C (r = 0.9984, C is in �M). Deviation
from linearity was observed for more concentrated solutions, due
to the adsorption of TRZ or its oxidation product on the elec-
trode surface. Related statistical data of the calibration curves
were obtained from five different calibration curves. The limit
of detection (LOD) and quantification (LOQ) were 24 and 81 nM,
respectively. The LOD and LOQ were calculated using the following
equations:

LOD = 3s/m; LOQ = 10s/m.

where s is the standard deviation of the peak currents of
the blank (five runs), and m is the slope of the calibra-
tion curve. The detection limits reported at different elec-
trodes are tabulated in Table 1. This method was better
as compared with other reported electrochemical methods
[13,15,16].

In order to study the reproducibility of the electrode preparation
procedure, a 1.0 �M TRZ solution was measured with the same elec-
trode (renewed every time) for every several hours within day, the
R.S.D. of the peak current was 3.26% (number of measurements = 6).
As to the between day reproducibility, it was similar to that of

within day if the temperature was kept almost unchanged. Owing
to the adsorption of TRZ or its oxidative products on to the elec-
trode surface, the current response of the modified electrode would
decrease after successive use. In this case, the electrode should be
modified again.
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Fig. 13. (A) Probable mechanism for the oxidation of TRZ for peak A. (B) Probable mechanism for the oxidation of TRZ for peak B.
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Table 1
Comparison of detection limits for TRZ at different electrodes.

Electrodes Detection limits Refs.

Carbon paste electrode 100 nM [13]
Platinum electrode (stationary) 2500 nM [15]
Platinum electrode (rotating) 1700 nM [15]
Dropping mercury electrode 7397 nM [16]
MWCNT-modified GCE 24 nM Present work

Table 2
Comparative studies for TRZ in Depryl and Tazodac tablets by proposed and literature
methods and mean recoveries in spiked tablets.

DPP [16] Depryla Tazodaca

Labelled claim (mg) 100.0 25.0 25.0
Amount found (mg)b 101.0 24.94 24.86
R.S.D. (%) – 0.29 1.09
Added (mg) – 10.0 10.0
Found (mg) – 9.97 9.65
Recovered (%)c 99.7 96.5
% Of recovery in R.S.D. 0.32 1.04
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Fig. 14. Differential-pulse voltammograms of MWCNT-modified GCE in TRZ solution
at different concentrations: 0.2 (1), 1.0 (2), 2.0 (3), 4.0 (4), 6.0 (5) and 8.0 (6) �M. Inset:
plot of the peak current against the concentration of TRZ.

Table 4
Determination of TRZ in urine samples.

Urine Spiked (�M) Detected (�M) Recovery (%)

Sample 1 0.3 0.3015 100.50
Sample 2 0.7 0.7009 100.13
a Names of the tablets.
b Each value is the mean of five experiments.
c Recovery value is the mean of five experiments.

.7. Tablet analysis

In order to evaluate the applicability of the proposed method
n the pharmaceutical sample analysis, two commercial medicinal
amples containing TRZ viz. Depryl (Cipla Co. India) and Tazodac
Zy-Alidac Co. India) were studied. The procedures for the tablet
nalysis were followed as described in Section 2.5. The results are
n good agreement with the content marked in the label (Table 2).

The recovery test of TRZ ranging from 0.5 to 5.0 �M was per-
ormed using differential-pulse voltammetry. Recovery studies
ere carried out after the addition of known amounts of the drug

o various pre-analyzed formulations of TRZ. The recoveries in dif-
erent samples were found to lie in the range from 98.7% to 102.2%,
ith R.S.D. of 2.94%.

.8. Interference

Under the optimum experimental conditions, the effects of
otential interferents on the voltammetric response of 1.0 �M
RZ were evaluated. The experimental results (Table 3) show that
housand-fold of glucose, starch, sucrose, dextrose, talk, gum aca-
ia, lactic acid and tartaric acid, and 100-fold of citric acid and oxalic

cid did not interfere with the voltammetric signal of TRZ. However,
0-fold of ascorbic acid had apparent influence on the voltammetric
ignal of TRZ.

able 3
nfluence of potential interferents on the voltammetric response of 1.0 �M TRZ.

nterferent Concentration (mM) Signal change (%)

lucose 1.0 −1.21
tarch 1.0 −3.13
ucrose 1.0 −0.89
extrose 1.0 −1.32
itric acid 1.0 −7.23
agnesium stearate 1.0 +1.61

alc 1.0 +0.92
um acacia 1.0 +2.25
scorbic acid 1.0 +180.65
actic acid 1.0 +2.52
artaric acid 1.0 −2.65
xalic acid 1.0 +10.24
Sample 3 3.0 3.096 103.20
Sample 4 7.0 6.941 99.15

3.9. Detection of TRZ in urine samples

The developed differential-pulse voltammetric method for the
TRZ determination was applied to urine samples. The recoveries
from urine were measured by spiking drug free urine with known
amounts of TRZ. The urine samples were diluted 100 times with
the phosphate buffer solution before analysis without further pre-
treatments. A quantitative analysis can be carried out by adding the
standard solution of TRZ into the detect system of urine sample. The
calibration graph was used for the determination of spiked TRZ in
urine samples. The detection results of four urine samples obtained
are listed in Table 4. The recovery determined was in the range from
99.15% to 103.2% and the R.S.D. was 1.72%.

4. Conclusions

In this work, a multi-walled carbon nanotube-modified glassy
carbon electrode has been successfully developed for electrocat-
alytic oxidation of TRZ in phosphate buffer solution. When the
potential was made to move, TRZ produced two anodic peaks at
about 0.73 and 1.00 V in 0.2 M pH 7.0 phosphate buffer. MWCNTs
showed electrocatalytic action for the oxidation of TRZ, character-
izing by the enhancement of the peak current, which was probably
due to the larger surface area of MWCNTs. A suitable oxidation
mechanism was proposed. The peak at about 0.68 V was suitable
for analysis and the peak current was linear to TRZ concentrations
over a certain range under the selected conditions. This sensor
can be used for voltammetric determination of selected analyte
as low as 24 nM with good reproducibility. The modified electrode

has been used to determine TRZ in pharmaceutical samples. The
proposed method offered the advantages of accuracy and time sav-
ing as well as simplicity of reagents and apparatus. In addition,
the results obtained in the analysis of TRZ in spiked urine sam-
ples demonstrated the applicability of the method for real sample
analysis.
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a b s t r a c t

This work describes a simple procedure for blood lead level determination. The proposed method requires
little sample pretreatment and subsequent direct analysis of a dried blood spot on a filter membrane using
laser ablation coupled with inductively coupled plasma mass spectrometry (LA-ICP-MS). In general, LA-
ICP-MS studies are somewhat limited by the lack of matrix-matched standards for calibration purposes.
vailable online 24 March 2009

eywords:
lood
ead

Here we describe aqueous standard calibration and matrix-matched calibration methods. This method
was validated by analysis of the reference materials. With the matrix-matched calibration method, the
recovery ranged from 97.8% to 112.8%, while the aqueous standard calibration method ranged 90.4% to
122.4%. The lower detection limit was estimated as 0.1 ng mL−1. The determination precision, expressed

eviat
samp
aser ablation
nductively coupled plasma mass
pectrometry

as the relative standard d
approximately 5 min per

. Introduction

Lead (Pb) is a toxic metal that occurs naturally in the envi-
onment. However, most of the high levels found throughout the
nvironment come from human activities such as leaded gasoline
ombustion, lead-based paint, batteries, pipes, pesticides, solder,
lastic stabilizers, shot and sinkers [1]. The Pb determination in
uman blood is important in assessing the present internal expo-
ure of an individual. It is well known that children are more
ensitive to the health effects of lead than adults [1,2]. A greater
roportion of systemically circulating lead reaches the brain of chil-
ren, especially those 5 years of age or younger. The developing
ervous system is especially vulnerable to this neural damage [2].
he World Health Organization (WHO) has defined whole blood
ead concentrations >30 �g dL−1 in adults as indicative of signifi-
ant exposure and recommends chelation therapy when the whole
lood lead concentration exceeds 60 �g dL−1 [3]. Children’s imma-
ure organs are especially sensitive and their developing nervous
ystem will be destroyed when the blood lead level is higher
han 10 �g dL−1. Children with blood lead levels (BLLs) >10 �g dL−1

1 �g dL−1 = 0.0483 �mol L−1) are at an increased risk for learning
nd behavioral problems [1]. The Centers for Disease Control and

revention (CDC) of the United States action level for children ≤7
ears of age is 10 �g dL−1. The CDC recommends that medical eval-
ations be performed for all children with blood lead levels equal to
r greater than 20 �g dL−1. Medical treatment (i.e., chelation ther-

∗ Corresponding author. Tel.: +886 3 571 5131 34222; fax: +886 3 572 7298.
E-mail address: cfwang@mx.nthu.edu.tw (C.-F. Wang).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.027
ion (RSD), was not worse than 10% for all results. A sample throughput of
le made it possible to rapidly screen a large number of samples.

© 2009 Elsevier B.V. All rights reserved.

apy) is indicated when the whole blood lead concentration is higher
than 45 �g dL−1 [4].

Several analytical methods are available for analyzing the lead
concentration in liquid blood including electrothermal atomic
absorption spectrometry (ETAAS) [5–10], hydride generation
atomic fluorescence spectrometry (HG-AFS) [11,12], anodic strip-
ping voltammetry techniques [13–15] and inductively coupled
plasma spectrometry [8,9,16–21]. ICP-MS is one of the most sen-
sitive trace element techniques available. Whole blood samples
are analyzed by ICP-MS directly after simple dilution or decom-
position of the organic matrix. However, the determination of
ng mL−1 range Pb in blood is often limited due to contamina-
tions and impurities during sample pretreatment processes such
as an extraction, dilution or microwave-assisted digestion. Since
the amount of collected blood must be at least several milliliters,
it is difficult to acquire blood samples from children through
invasive pediatric venipuncture. In addition, liquid blood sample
must be fixed with appropriate conserving mixtures immedi-
ately after sampling and storage at low temperature [7–9,19,21].
Owing to these, the preparation of dried blood spots on filter
paper has been investigated as an alternative to liquid blood for
Pb measurement [22–27]. Use of dried filter blood spot samples
for blood lead concentration measurement in pediatric subjects
is also a desirable screening option due to the relative ease of
collection, storage and transport [3,26,27]. The analysis of dried

filter blood spots for Pb typically involves some type of sample
pretreatment, such as extraction or blood spot punch ashing, fol-
lowed by analysis using atomic absorption spectrometry [22–26]
or inductively coupled plasma mass spectrometry [27]. During
these pretreatment procedures some problems such as incomplete
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Table 1
LA-ICP-MS operating conditions.

Instrument Parameter Value

ICP-MS
RF power 1.5 kW
Plasma argon gas flow 15 L min−1

Auxiliary argon gas flow 1.0 L min−1

Make up argon gas flow 0.15 L min−1

Carrier argon gas 1.0 L min−1

Sampler/skimmer cone Nickel
Acquisition mode Time-resolved analysis
Acquisition time 285 s

Laser ablation
Wavelength 213 nm
Output energy 100%
Laser energy 20 J cm−2 (1.9 mJ)
Defocus setting 2 mm
Carrier argon gas 1.0 L min−1

Laser scanning mode Grid of spots
Repetition rate 20 Hz
Dwell time 8 s
Intersite pause 5 s
84 H.-F. Hsieh et al. / Ta

ecovery or contamination can be an issue for Pb determination
3,25].

Laser ablation (LA) systems can ablate solid samples directly
hile connected to ICP-MS for trace and ultrace element deter-
ination. This technique has been successfully applied to the

etermination of geological, environmental and biological samples
28–30]. The conventional method for introducing a sample into
he plasma is the nebulization of a solution, therefore prior to anal-
sis the sample must be dissolved. One of the advantages of laser
blation over solution nebulization, as a means of sample introduc-
ion, is that laser ablation creates dry plasma. This may reduce the
mount of oxygen introduced into the plasma and should therefore
inimize the occurrence of interfering oxide species [31]. However,

xide interferences for lead isotopes can be negligible due to the
xtremely low content of Os, Ir and Pt in blood. Other advantages of
aser ablation chemical analysis include no chemical procedures for
issolution, reduced risk of contamination or sample loss, analysis
f very small samples not separable for solution analysis, and deter-
ination of spatial distributions of elemental composition [28,29].
ne work has demonstrated that laser ablation can be used as a
irect sample introduction method for dried blood spot Pb determi-
ation using LA-ICP-time-of-flight (TOF)-MS. However, this method
equires additional study [32]. Although LA-ICP-MS is very attrac-
ive, the main problem with this method is quantification if no
uitable standard reference materials with a similar matrix compo-
ition are available [28,30,33]. Using matrix-matched standards for
alibration is advantageous, but this approach is limited by the lack
f suitable materials. Some certified reference materials are com-
ercially available, but they are costly and the range of matrices

vailable does not cover every type of sample.
This study presents a method to detect and quantify ng mL−1

b levels in blood samples using LA-ICP-MS. The analysis requires
nly micro droplets of blood sample (0.5 �L), which can be obtained
hrough a finger or heel stick or venipuncture. This method is gener-
lly considered handy and less traumatic to children. Little sample
retreatment is needed, so that the risk of contamination through
ample pretreatment can be reduced.

. Experimental

.1. Instrumentation

An UP-213 laser ablation system (New Wave Research Inc.,
remont, CA) was coupled to an Agilent 7500a ICP-MS (Agilent
echnologies, Santa Clara, CA). The sample surface is irradiated with
eep-UV (213 nm) output from a frequency-quintupled Nd:YAG
neodymium doped yttrium aluminum garnet crystal) laser. Experi-

ents were carried out at 20 Hz using the grid spot scanning mode
ith 100% applied laser energy (1.9 mJ). The laser was operated
sing the largest spot size (110 �m) and a defocused beam to max-

mize the laser beam area and produce a relative large signal. The
otal acquisition time per sample was 285 s, this include the 20-
equilibration and stabilization time between the different blood

pot ablations. Peak areas were used for the final quantitation of
nalyte concentrations. The operating parameters for LA-ICP-MS
re provided in Table 1. Optimization of the plasma and mass spec-
rometer was accomplished using solution nebulization, prior to
witching to LA sample introduction. A 1 ng mL−1 Tl standard solu-
ion was used to obtain a maximum and stable signal at m/z 205.
TFE filter membrane (Pall Corporation, Ann Arbor, MI) was used as
ubstrates on which all sample aliquots were deposited and dried.
.2. Reagents and solutions

All chemicals were of analytical reagent grade and were used
ithout further purification. The 65% (v/v) nitric acid (Merck,
Spot size 110 �m
Raster spacing 150 �m
Grid spacing 200 �m

Darmstadt, Germany) was of Suprapur grade. Deionized water was
produced by reverse osmosis of tap water followed by deioniza-
tion (Millipore, Molsheim, France) to yield 18.2 M� cm−1 resistivity
reagent.

A 1000 �g mL−1 standard Pb solution (Merck, Darmstadt,
Germany) was used as the aqueous standard stock solution.
Certified reference materials (CRM) were used to check the pro-
posed method performance. BCR 635 bovine blood was available
from IRMM (Institute for Reference Materials and Measure-
ment), Geel, Belgium. It was provided as a lyophilized material
which, once reconstituted with 5 mL of deionized water, contained
210±24 ng mL−1 Pb. SRM (Standard Reference Material) 966 bovine
blood was from NIST (National Institute of Standards and Tech-
nology), MD, USA. SRM 966 contains two concentration levels:
a level 1 contains 15.6±0.5 ng mL−1 Pb and a level 2 contains
252.7±2.2 ng mL−1 Pb. The CRM Seronorm trace elements whole
blood level-3 (SERO AS, Billingstad, Norway) was reconstituted
with 5 mL of deionized water. The reconstituted blood contained
503±19 ng mL−1 Pb.

2.3. Establishment of trial calibration curves for LA-ICP-MS

Calibrations were carried out against aqueous and Seronorm
matrix-matched standard solutions. Aqueous Pb standard solution
was prepared from 1000 �g mL−1 stock solution. All calibrants were
prepared from stock solution after subsequent appropriate dilution
with 2% nitric acid. Methylene blue was added to 100 �g mL−1 as an
indicator as well as improving the ablation yield. The aqueous stan-
dard calibration curve was linear over the concentration range of
0–588 ng mL−1 for the Pb. The Seronorm whole blood CRM was used
as matrix-matched calibrants. All calibrants were prepared by serial
dilution with deionized water, and ranged from 0 to 503 ng mL−1.
Both a blank filter and a blank standard filter were also ablated to
investigate the signal-to-noise ratio of this method.

2.4. Sample introduction by LA
For the LA-ICP-MS analysis, 0.5 �L of each solution was pipet-
ted onto the surface of a hydrophobic filter membrane in the
form of small droplets. With the distinct of water repel tendency
of hydrophobic surface, the aqueous droplet placed on a filter
membrane form a drop to minimize its contact area. After drying,
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signal for a blank filter membrane. The others are three consecutive
ig. 1. Mass spectra of (a) gas blank, (b) PTFE filter membrane and (c) blood
roplet samples. The droplet volume was 0.5 �L and the concentration of Pb was
52 ng mL−1.

he aqueous droplets were deposited onto the surface of a filter
embrane in the form of small and thick spots. The dried filter
embranes were placed into the LA sampling chamber for ICP-MS

nalysis.

. Results and discussion

.1. Feasibility of LA-ICP-MS

To determine the blood sample Pb concentration using LA-ICP-
S, the system was optimized as listed in Table 1.
As the laser beam moved across the filter surface, both the sam-

le and filter matrix were rapidly heated and ablated to form an
erosol that was then transported into the ICP-MS with argon car-
ier gas. Ablation products were converted into ions in the plasma,
hich subsequently orthogonally accelerated into the MS for ana-

ytes mass spectral analysis.
Fig. 1 shows the mass spectra of the gas blank, filter membrane
lank and blood droplet samples for Pb isotopes, respectively. The
as blank represents the signal collected only with argon gas and
he laser off. The blood sample Pb concentration was 252 ng mL−1

Fig. 1c). The figure indicates that no significant background was

Fig. 2. Images of dried blood droplet on the PTFE filter m
Fig. 3. Total ion chromatogram of 208Pb obtained by LA-ICP-MS. The volume of the
droplet was 0.5 �L and the concentration of Pb was 503 ng mL−1.

detected for the Pb from PTFE filter membrane, confirming that no
significant contamination was contributed from this substrate.

As shown in Fig. 2a, the blood droplets dried on the filter mem-
brane surface formed a roughly rounded thick layer that can hardly
be ablated with a single laser shot. The blood spot diameters were
about 700–900 �m. The LA system scanning mode can be single or
multi-spot analysis, straight-line scans and rastering. In the prelim-
inary experiments, various scan modes provided by UP-213 were
tested for the best ablation results. After evaluation, a 4×5 spot
grid scanning method was used in this study. Fig. 2a illustrates the
grid mode arrangement. Twenty laser ablation spots were applied
to ablate each blood droplet. It was found that complete desorption
from the filter surface can be achieved using this arrangement with
the other optimized operational conditions including 2 mm defo-
cus distance, 100% laser energy, 8 s dwell time, 5 s intersite pause,
and 20 Hz repetition rate. It was observed from Fig. 2b that no resid-
ual remains on the filter and the filter membrane still maintains its
integrality after the ablation process.

Further evidence of complete ablation is also shown in Fig. 3.
Four data sets are exhibited in the graph. The BK line is the ablation
ablation data from the same blood droplet. The signal intensity of
the first ablation was quite obvious, however, signals for the sec-
ond and third ablations were less than that for the background.
The results illustrate that the dried blood spot was completely

embrane. (a) Before ablation and (b) after ablation.
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Table 2
Comparison of the measured and target concentrations from three blood samples.

Reference sample Analyte Concentration (average± S.D.) (ng mL−1)

Certified values Measured valuesa,b Measured valuesa,c

NIST SRM966 Level 1 206Pb 15.6 ± 0.5 14.1 ± 0.8 15.3 ± 0.6
207Pb 15.0 ± 0.2 17.6 ± 0.2
208Pb 14.5 ± 0.8 16.9 ± 0.7

NIST SRM966 Level 2 206Pb 252. 7 ± 2.2 309 ± 6.0 253 ± 20
207Pb 270 ± 8.5 275 ± 23
208Pb 273 ± 2.0 269 ± 21

IRMM BCR635 206Pb 210 ± 24 253 ± 8 206 ± 6
207Pb 226 ± 8 230 ± 7
208Pb 232 ± 8 230 ± 7

Seronorm L-3 206Pb 503 ± 19 614 ± 10 –
207Pb 488 ± 9 –
208Pb 506 ± 9 –

S

a
e
p

3

s
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t
N
a
c
c
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F
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.D.: standard deviation.
a n = 3.
b Determined with liquid standard solution calibration curve.
c Determined with Seronorm calibration curve.

blated by the first ablation. This data was in accordance with our
xpectation that the blood would be ablated completely without
erforating the PTFE filter membrane.

.2. Calibration curves by LA-ICP-MS

Four different 208Pb calibration curves, including an aqueous
tandard solution and three blood standard reference materials
SRMs) were established in this study. The aqueous standard solu-
ion matrices were 2% nitric acid and 100 mg L−1 methylene blue.

umerous proteins and fats are included in the blood sample as well
s SRMs. As shown in Fig. 4a, the linearities of all 208Pb calibration
urves were excellent and their slopes were close to each other. The
orrelation coefficients of these calibration curves are in the range
f 0.9965–0.9988. This illustrates that, with the proposed method,

ig. 4. Calibration curves of 208Pb built from Seronorm matrix-matched and aqueous
tandard solution. The error bars indicate±3 standard deviations.
the matrix effect can be negligible and a universal Pb calibration
curve can be established. The data with different matrices fit well
with the universal calibration curve as shown in Fig. 4b. As a result,
the self-prepared aqueous standard solution can be employed to
replace the expensive difficult-to-prepare blood standard reference
materials. Similar results were obtained for 206Pb and 207Pb as well.

3.3. Real sample analysis validation

To evaluate the accuracy of proposed method in determining Pb
in blood samples, reference materials including Seronorm trace ele-
ment human whole blood, NIST SRM 966 bovine blood and BCR-635
human blood were used as real samples in this study. As shown in
Table 2, the Seronorm and the aqueous standard solution were used
as calibration standards, respectively, to examine the Pb recoveries
for different reference materials. All reported data in the Table 2
are the mean values from replicate (n≥3) sample ablations. Using
a matrix-matched standard (Seronorm), recoveries of 206Pb, 207Pb
and 208Pb were 97.8%, 112.8%, and 108.4% in SRM 966 Level 1, 100.3%,
108.7% and 106.6% in SRM 966 Level 2, and 98.3%, 109.6% and 109.3%
in BCR 966, respectively. A universal calibration method using the
aqueous standard solution also proved to be valid for different ref-
erence materials with recoveries of Pb isotopes ranging from 90.4%
to 122.4%, respectively. There is a notable systematical discrepancy
between the result of 206Pb and other Pb isotopes while deter-
mination with liquid standard solution calibration was done. For
standard of low Pb concentration (SRM 966 Level 1), a significantly
lower recovery of 206Pb was observed if comparing with other high
Pb concentration standards (SRM 966 Level 2, BCR635, Seronorm L-
3). The reason of this can be attributed to the interference of matrix
effect. While the matrix-matched standard solution calibration was
applied, a good agreement between Pb isotopes was obtained. It is
suggested that a signal of 207Pb or 208Pb should be selected for quan-
tification purpose with the aqueous standard calibration method.

Several sub-samples of various reference materials in a number
of analytical runs for blood samples were also performed to evaluate
the precision of the proposed method. The precision of the deter-
minations, expressed as the relative standard deviation (RSD), were
not worse than 10% for all results.
The analytical figures of merit obtained using Seronorm matrix-
matched and aqueous standard solution calibration methods are
summarized in Table 3. The correlation coefficient (R), resulted
from linear fittings to the calibration points (n = 3), was ranged from
0.9897 to 0.9988. With the Seronorm matrix-matched calibration
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Table 3
Figures of merit.

206Pb 207Pb 208Pb

Seronorm
R 0.9985 0.9983 0.9986
LOD (ng mL−1) 2.0 1.9 1.4
RSD (%) 5 9 8

Aqueous standards
R 0.9897 0.9956 0.9988
LOD (ng mL−1) 0.14 0.23 0.1
RSD (%) 6 6 9
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Table 4
Comparison of characteristics between conventional ICP-MS and LA-ICP-MS.

Conventional
ICP-MS
[8,9,17–21]

The proposed
method

Sample preparation Laborious Simple
Quantification possibility Excellent Excellent
Detection limits 0.008–4.82 ng mL−1 0.1–2.0 ng mL−1

Amount of analyte/sample 100–1000 �L 0.5 �L

blood lead determination techniques is summarized in Table 5.

T
C

M

E

S

F

I

F

H

D

F

E

L

T

, correlation coefficient; LOD, limit of detection; the RSD was assessed from
epeated runs of one of the calibration standards, 84 ng mL−1 for Seronorm and
5 ng mL−1 for aqueous standard.

ethod, the calibration curve was linear from 0 to 503 ng mL−1,
hile with the aqueous standard calibration method, it was lin-

ar from 0 to 588 ng mL−1. Limit of detection calculated as three
imes the standard deviation of the blank PTFE filter was presented
n Table 3. Chronic whole blood lead concentrations <10 �g dL−1

100 ng mL−1) are considered acceptable in children from CDC. The
08Pb detection limit in this method was only 0.1 ng mL−1, which is
uitable for blood lead level determination in children.
.4. Comparison with conventional method

Unlike other direct solid sample analysis methods such as X-ray
uorescence (XRF), the proposed method has excellent perfor-

able 5
omparison of different analytical techniques for determination of blood lead.

ethods/sample pretreatments Sample am

TAAS
Microwave digestion 2 mL
High-pressure bomb digestion 5 mL
Proteins precipitation and dilution 200 �L
Dilution

equential injection HG-AFS
Wet digestion 50 �L

low injection HG-AFS
Wet digestion and then on-line resin column preconcentration 50 �L

CP-MS
Wet digestion 1 mL
Dilution 200 �L

low injection ICP-MS
Dilution

R-ICP-MS
Microwave digestion 1 mL

RC-ICP-MS
Proteins precipitation and dilution
Dilution 100 �L
Dilution 500 �L

AAS
Ashing of the punched blood filter paper 20 �L

TAAS
Extraction of the punched blood filter paper 50 �L
Direct sampling of the punched blood filter paper 50–100 �L

A-ICP-TOF-MS
Direct sampling of the blood filter paper

his procedure/LA-ICP-MS
Direct sampling 0

a ng g−1.
b For all results.
c Concentration level at which the RSD value was obtained.
d Limit of quantification; HR, high resolution; DRC, dynamic reaction cell.
Precision <10% <10%
Analysis time Longer Shorter
Contamination risk High Low

mance in Pb blood sample determination that can be rapidly
analyzed quantitatively with an error less than 10%. In comparison
to the conventional ICP-MS, time-consuming sample preparation
steps can be avoided and the risk of contamination significantly
reduced. This is of great importance for the blood sample analy-
sis. A comparison between the conventional ICP-MS and proposed
LA-ICP-MS for Pb blood sample determination is listed in Table 4.
A major advantage of the proposed method is the sample amount
minimization to only 0.5 �L which is easy to sample from a finger
or heel stick in children.

A comparison of the proposed analytical procedure with other
The sensitivity of this procedure has been significantly improved
comparing with those of the blood filter sampling techniques
[22,23,26,32]. The proposed method provides data which is com-
parable in detection limit to other analytical techniques but with

ount LOD, ng mL−1 RSD (%)/ng mL−1 Ref.

1.2 5
25–116a 7.0–11.8b 6

0.65 1.5–13.0b 7
15 6.0–14.0 (50)c 10

0.014 0.7 (2.0)c 11

0.004 1.6 (0.4)c 12

0.1 1.1 8
0.5 1.35 (35)c 9

0.1 6.0 (5)c 17

0.085 <10.0b 20

0.38 3.8 (78)c 18
4.82 19
0.008d 1.7 (89)c 21

40d 22

10.4 14.0 (125)c 23
2.5 <10.0b 26

9 3.0–13.0 32

.5 �L 0.1 <10.0b
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he additional advantage of direct sampling. Furthermore, most
nalytical techniques involved time-consuming sample prepara-
ion steps include removing a portion of the solid sample or
igestion [5–8,11,12,20,22]. Although analysis of blood by ICP-MS
fter simple dilution is possible [9,17–19,21], the high content of
rganic components remaining in the samples may cause prob-
ems with carbon buildup in the interference, on cones and in
he introduction system. Even when flow injection is used for
ample introduction, daily cleaning of the torch is necessary
17]. Both matrix-matched calibration and self-prepared aque-
us standard calibration method can be applied for this method,
hich makes it a throughput of 75 specimens in an 8 h daily
ork.

. Conclusions

The analytical methodology proposed here allows a rapid Pb
etermination in blood samples using LA-ICP-MS without acid
igestion or melting of the samples. Micro-droplet blood sam-
les and standards were prepared onto a hydrophobic PTFE filter.
nder appropriate LA-ICP-MS operational conditions, the small
ried blood spots on the filter membrane surface can be com-
letely ablated and analyzed. Effective LA-ICP-MS blood sample
b measurements calibration was performed by preparing series
iluted aqueous standard solutions or blood standard reference
aterials on the filter membranes. The aqueous standard solution

ould be used as an alternative calibration standard to replace the
xpensive blood standard reference materials. Compared with the
raditional methods, the proposed method offers several benefits
ncluding shortened sample preparation time, reducing the pos-
ibility of sample contamination and decreasing the possibility of
nalyte loss before analysis. A detection limit of less than ng mL−1

an be easily achieved for Pb with only 0.5 �L of blood sample.
his is not difficult to collect from children using a finger or hell
tick. This proposed procedure is very attractive for the screening
f children to detect those with blood lead levels above the present
hreshold of concern (10 ng mL−1).
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a b s t r a c t

Easy, efficient and low demanding separation of mRNA from biological material is needed to study gene
expression and to use in chip technologies. It is common knowledge that each mRNA molecule contains
sequence of 25 adenines. This feature can be used for binding mRNA on the surface of the particles coated
by thymine chains. The present work reports on suggesting and optimizing of mRNA separation and
detection from biological material via paramagnetic microparticles coupled with electrochemical detec-
tion. Primarily we optimized cyclic and square wave voltammetric conditions to detect poly(A), which was
used as standard to mimic behaviour of mRNA. Under the optimized square wave voltammetric conditions
(frequency 280 Hz, accumulation time 200 s, supporting electrolyte and its temperature: acetate buffer
4.6 and 35 ◦C) we estimated detection limit down to 1 ng of poly(A) per ml. To enhance effectiveness and
repeatability of isolation of nucleic acid automated approach for rinsing and hybridizing was proposed.
We optimized the whole procedure and experimental conditions. Using automated way of isolation and
under optimized conditions the yield of poly(A) (isolated concentration of poly(A)/given concentration
aize plants
admium

of poly(A)*100) was approximately 75%. The suggested and optimized method for poly(A) isolation and
detection was utilized for the analysis of brain tissues of patients with traumatic brain injury. The total
amount of isolated mRNA varied from 40 to 760 g of mRNA per g of brain tissue. The isolation of mRNA
from six samples per run was not longer than 2.5 h. Moreover, we applied the optimized procedure on
fully automated pipetting instrument to isolate mRNA. The instrument was successfully tested on the

roots
analysis of extracts from

. Introduction

Simple, rapid and reproducible isolation of nucleic acids with
igh purity is needed in a wide range of molecularly biological pro-
edures. We are able to obtain nucleic acids with sufficient purity

y the most commonly used method based on phenol–chloroform
xtraction; however, the whole procedure is laborious and time
onsuming. Due to this fact methods and approaches have been
eveloping to shorten the time of isolation and to obtain nucleic

Abbreviations: CV, cyclic voltammetry; SWV, square wave voltammetry; HMDE,
anging mercury drop electrode; MPs, magnetic particles; mRNA, messenger
ibonucleic acid; NA, nucleic acid; poly(A), polyadenylic acid.
∗ Corresponding author. Tel.: +420 5 4513 3350; fax: +420 5 4521 2044.

E-mail address: kizek@sci.muni.cz (R. Kizek).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.04.007
of maize plants treated with cadmium(II) ions.
© 2009 Elsevier B.V. All rights reserved.

acids with sufficient purity to be analysed by polymerase chain
reaction and other molecularly biological methods [1–4]. Nucleic
acids isolation using paramagnetic or superparamagnetic particles
(MPs) represents promising tool for this purpose [5–7]. MPs, whose
size is ranging from nm to mm, respond to external magnetic field
and facilitate bioactive molecules binding because of their affin-
ity for the MPs modified surface made of biological components
[8–11]. The paramagnetic properties of the particles enable us to
use magnetic force for transferring of the beads or for rinsing of
nonbinding, otherwise commonly interfering substances. Among
other advantages of MPs easy-to-use, non-laborious relatively rapid

sample preparation without centrifugation and dialysis compared
to conventional purification techniques belong. The time needed
to get target biomolecule is also reduced due to the fact that bind-
ing of the biomolecule by MPs can protect it against physical and
biological damage, e.g. denaturation [12]. Physico-chemical prop-
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rties of MPs (e.g. their size, surface topography) are important to
valuate their usage in biology [13–21]. The mostly used MPs in
iosensors applications are superparamagnetic nanoparticles com-
osed of ferrous oxide or ferric oxide [22]. Small particles with size
rom 1 to 10 nm are paramagnetic, but larger particles (mm) are
erromagnetic.

Nanoparticles have a lot of physico-chemical advantages [23,24].
heir size can be adapted to the extension and kind of a bio-
ogical sample, which is a source of target biomolecules (e.g.
roteins 5–50 nm, viruses 20–450 nm, cells 10–100 �m) [15,25,26].
anoparticles from ferric oxide also provide surface suitable for
iomolecules binding. Methods of magnetic particles synthesis are

argely discussed [9]. There are two ways to find how MPs can
e modified. The first way is based on electric envelope layer for
lectrostatic adsorption of biomolecules. This method compared
o conventional methods enables to avoid organic solvents. Mat-
unaga et al. modified the surface of MPs using electrically positive
mino groups. Isolation was based on mutual electrostatic activities
etween negatively charged DNA and positively charged MPs [27].
he second way of paramagnetic particles surface modification is
ased on biomolecules anchored on particles. These biomolecules
pecifically bind target biomolecules [28–30]. On this method it
s based also mRNA isolation. Oligo(deoxythymine)25 anchored on
he surface of MPs can be hybridized to mRNA molecule due to the
resence of single chain sequence of tens adenines at the very end
f all mRNA molecules [29].

MPs are commonly coupled with optical detection including
uorescent dyes. In addition, the isolated molecules can also be
etected by electrochemical methods [28,31–35]. The main aim of
his work was to automate isolation of mRNA using paramagnetic

icroparticles and detect the isolated nucleic acids by cyclic and
quare wave voltammetry both coupled with adsorptive transfer
echnique.

. Materials and methods

All chemicals of ACS purity used and parafilm were purchased
rom Sigma–Aldrich Chemical Corp. (Sigma–Aldrich, USA) unless
oted otherwise. Synthetic polyadenylic acid (poly(A)) was used
s a standard. Stock standard solution of poly(A) (100 �g/ml) was
repared from lyophilized poly(A) (0.5 mg/ml, Mr = 400,000) with
ater of ACS purity (Sigma–Aldrich) and stored in dark at −20 ◦C.

he concentration of poly(A) was determined spectrophotometri-
ally at 260 nm using spectrometer Spectronic Unicam (UK). The
H values were measured using WTW inoLab Level 3 with terminal
evel 3 (Weilheim, Germany). All the chemicals used for the prepa-
ation of plant cultivation media were purchased from Duchefa
Netherlands).

.1. Instrumentation for poly(A) isolation

Isolation of poly(A) and mRNA was carried out using param-
gnetic particles Dynabeads Oligo (dT)25 (Invitrogen, USA) and
agnetic stand Dynal Magnetic Particle Concentrator-S supplied by
ynal A.S (Norway). All experiments with paramagnetic particles
ere performed in RNA/DNA UV cleaner box UVT – S – AR (Biosan,

atvia). For centrifuging and vortexing of a sample multi-spin MSC-
000 centrifuge (Biosan, Latvia) placed in UV cleaner box was used.
enaturation was carried out at 85 ◦C using the Thermomixer 5355
omfort/Compact (Eppendorf, Germany).
The buffers used in our experiments were as follows: (a) phos-
hate buffer I: 0.1 M NaCl + 0.05 M Na2HPO4 + 0.05 M NaH2PO4; (b)
hosphate buffer II: 0.2 M NaCl + 0.1 M Na2HPO4 + 0.1 M NaH2PO4;
c) acetate buffer: 0.2 M CH3COOH + 0.2 M CH3COONa. Hybridiza-
ion solution: 100 mM Na2HPO4 + 100 mM NaH2PO4, 0.5 M NaCl,
9 (2009) 402–411 403

0.6 M guanidinium thiocyanate, 0.15 M Trizma base adjusted by HCl
on pH of 7.5.

2.2. Fully automated isolation of nucleic acids

Fully automated isolation was carried out on automated pipet-
ting system epMotion 5075 (Eppendorf, Germany). The position
of B4 is a magnetic separator (Promega). The positions of C1 and
C4 can be thermostated (Epthermoadapter PCR96). The pipetting
provides a robotic arm with adapters (TS50, TS300 and TS1000)
and Gripper (TG-T). The samples are placed in the position B3 in
adapter Ep0.5/1.5/2 ml. Module Reservoir is located in the position
B1, where washing solutions and waste are available. The device is
controlled by the epMotion control panel. The tips are located in
the A4 (ePtips 50), A3 (ePtips 300) and A2 (ePtips 1000) positions.
PCR 96 plates are used. The resulting volumes of collected samples
ranged from 10 to 30 �l depending on the procedure.

2.3. Electrochemical analysis

Electrochemical measurements were performed with AUTOLAB
PGS30 Analyzer (EcoChemie, Netherlands) connected to VA-Stand
663 (Metrohm, Switzerland), using a standard cell with three elec-
trodes. A hanging mercury drop electrode (HMDE) with a drop area
of 0.4 mm2 was employed as the working electrode. An Ag/AgCl/3 M
KCl electrode served as the reference electrode. Glassy carbon
electrode was used as the auxiliary electrode. For smoothing and
baseline correction the software GPES 4.9 supplied by EcoChemie
was employed. Cyclic voltammetric or square wave voltammetric
measurements were carried out in the presence of acetate buffer pH
4 or 4.6. CV parameters were as follows: potential step 5 mV, scan
rates 10, 20, 40, 80, 160 and 320 mV/s. Square wave voltammetry
parameters: potential step 5 mV and frequency 280 Hz. The samples
measured by cyclic and square wave voltammetry were deoxy-
genated prior to measurements by purging with argon (99.999%)
saturated with water for 120 s. The temperature of supporting elec-
trolyte was maintained by the flow electrochemical cell coupled
with thermostat JULABO F12/ED (Labortechnik GmbH, Germany).

2.4. In vitro plants cultivation

Maize (Zea mays L.) F1 hybrid Gila was used in our experi-
ments. Maize kernels were sterilized with sodium hypochlorite
(5%, v/v), washed with water and germinated on wet filter paper
in special vessels at 23±2 ◦C in dark. After seven days, each maize
seedling was placed into glassy test-tube containing Murashige
Skoog medium with gerlit [36] and with addition of Cd(II)-
ethylenediaminetetraacetic acid (Cd(II)-EDTA, 0, 5, 10, 25, 50 and
100 �M). Plants grown without Cd(II)-EDTA (0 �M) were used as a
control. These seedlings were cultivated in Versatile Environmen-
tal Test Chamber (MLR-350 H, Sanyo, Japan) for five days with 14 h
long daylight per day (maximal light intensity was 70 lx) at a tem-
perature 23.5–25 ◦C and humidity 71–78%. Three plants each were
harvested at certain time intervals (24, 48, 72, 96 and 120 h) during
the experiment, and their roots were rinsed three times in distilled
water and 0.5 M EDTA. In addition, each harvested plant was divided
into leaves and roots. Fresh weight of the samples was measured
immediately after the rinsing by using a Sartorius scale.

2.5. Preparation of plant tissues for mRNA isolation
Weighed plant tissues (approximately 0.2 g) were transferred to
a test-tube, and liquid nitrogen was added. The samples were frozen
to disrupt the cells. The frozen sample was transferred to mortar
and grinding for 1 min. Then, 1000 �l of 0.2 M phosphate buffer
(pH 7.2) was added to the mortar, and the sample was grinding
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or 5 min. The homogenate was transferred to a new test-tube. The
ixture was homogenised by shaking on a Vortex–2 Genie (Scien-

ific Industries, New York, USA) at 4 ◦C for 30 min. The homogenate
as centrifuged (14 000× g) for 30 min at 4 ◦C using a Universal
2 R centrifuge (Hettich-Zentrifugen GmbH, Tuttlingen, Germany).
efore the analysis the supernatant was filtered through a mem-
rane filter (0.45 �m Nylon filter disk, Millipore, Billerica, Mass.,
SA).

.6. Patients with brain disorders

We have investigated blood samples of patients with brain disor-
ers. All patients (n = 6) received cranial computerized tomography
CT). Five patients were diagnosed as focal traumatic brain injury
TBI) according to the CT scan performed during admission, and
ne patient was diagnosed as cerebral stroke (sample 6CE). Four
atients with TBI were submitted to neurosurgery (samples 1NM,
SE, 3SEL, 4MA) due to expansive contusion with midline shift of
ore than 10 mm, and intra-cranial pressure elevation of more than

0 Torr, and one patient without expansive behaviour of contusion
sample 5HA) with suspicion on diffuse axonal injury. Informed
greement: The ethics committee at each institution approved this
tudy Written informed consent was obtained from all patients. The
roup II of controls (n = 6) included patients with non-traumatic
iagnosis.

.7. Preparation of brain tissues for mRNA isolation

To the sample of brain tissue (approximately 200 mg of tissue,
btained from patients with serious brain injury) guanidinium thio-
yanate (4 M, pH 7.5) was added. pH of this solution was adjusted
y 1 M Tris–HCl to 7.5. The cells were lyzed by vortexing until
he eye-observable precipitates disappeared. To the homogenate:
i) 50 �l 2 M of sodium acetate pH 4.1, (ii) 450 �l of phenol, (iii)
30 �l of chloroform:isoamyl alcohol (49:1, v/v) was added. This
ixture was vortexed for 10–30 s until the emulsion was formed

nd then incubated for 15 min on ice. Then the sample was cen-
rifuged for 15 min at 14,000 rpm, 4 ◦C. After the centrifugation
he upper phase containing total RNA was collected. This phase
as transferred to new test-tube prior to analysis by magnetic
icroparticles.

.8. Statistical analyses

Data were processed using MICROSOFT EXCEL® (USA) and STA-
ISTICA.CZ Version 8.0 (Czech Republic). Results are expressed as
ean± standard deviation (S.D.) unless noted otherwise (EXCEL®).

tatistical significances of the differences between mRNA content
n roots of plants treated with cadmium(II) ions and control plants

ere determined using STATISTICA.CZ. Differences with p < 0.05
ere considered significant and were determined by using of one
ay ANOVA test (particularly Scheffeho test), which was applied

or means comparison.

. Results and discussion

More than 40 years ago Palecek discovered using oscillo-
olarography that nucleic acids gave two signals: (i) redox signal of
denine and cytosine, and (ii) oxidative signal of guanine [37–39].
ecently elimination voltammetry has been successfully utilized
or resolution of reduction signal of adenine and cytosine [40–45].
oreover it was published that cytosine, adenine, thymine and
uanine gave signals at carbon electrodes [31,46,47]. Based on
hese promising milestones of electroanalysis of nucleic acids
ogether with the fact that electrochemistry is still one of the

ost sensitive analytical technique, voltammetric methods can be
9 (2009) 402–411

considered as a suitable tool for the detection of nucleic acids
[48–50].

3.1. Electrochemical optimization detection of poly(A)

3.1.1. Electrochemical behaviour of poly(A) investigated by
adsorptive transfer technique in connection with cyclic
voltammetry

Nucleic acids can be accumulated onto surface of HMDE easily.
Therefore, it is possible to use adsorptive transfer technique for their
detection. The description of this technique follows. A working elec-
trode with well-defined surface due to unique physico-chemical
properties of mercury is renewed (Fig. 1A,a). An analysed sample in
very low volume (5 �l) is introduced onto parafilm (Fig. 1A,b). The
working electrode is immersed into the sample and nucleic acid
is adsorbed for the desired time of accumulation (Fig. 1A,c). Then
the working electrode is rinsed in water of ACS purity and sup-
porting electrolyte (Fig. 1A,d). Finally the working electrode with
adsorbed nucleic acid is transferred into electrochemical cell with
supporting electrolyte and analysed (Fig. 1A,e). The principle of
poly(A) isolation by using of paramagnetic particles is shown in
Fig. 1B. Nucleic acids with homo-adenine sequence (poly(A)) are
captured by the particles with chains of homo-thymidine anchored
on their surface. Due to the principle of complementarity of nucleic
acid bases hybridization of poly(A) with homo-thymidines takes
place (Fig. 1B,a). Non-specifically linked molecules due to other
types of attractive forces are washed due to rinsing step. Hybridized
poly(A) is cleaved by heat treatment (Fig. 1B,b). Then, the par-
ticles are forced by magnetic field and only poly(A) containing
solution is collected (Fig. 1B,c). The collected solution is analysed
(Fig. 1B,d).

Cyclic voltammetry is a commonly used method for the analy-
sis of DNA [29,30,43]. The ammonium formiate is the most often
used supporting electrolyte, but the mechanisms of electrode
processes are still not clear. It is supposed that the supporting
electrolyte provides proton, which is bound to DNA molecule and
then the reduction of adenine and cytosine occurs. The depen-
dence of the peak height of poly(A) (100 �g/ml) measured by
cyclic voltammetry on scan rate was studied (Fig. 2A). The typ-
ical voltammograms of poly(A) measured at three scan rates
(40, 80 and 160 mV/s) are shown in inset in Fig. 2A. The cyclic
voltammetry gives well-developed symmetric reduction peaks
within the potential range from −1.25 to −1.3 V. Peak height
enhanced with increasing scan rate linearly according to the
following equation y = 74.943x + 6.0057 and R2 = 0.9918. Symme-
try of the peak was poor at scan rate higher than 320 mV/s.
Therefore we applied scan rate of 160 mV/s in the following
experiments.

The time of nucleic acids accumulation onto the working
electrode surface belongs to the one of the most important exper-
imental conditions needs to be optimized. The sample (volume
5 �l) was accumulated onto the surface of HMDE for the 30, 60,
90, 120, 150, 180 and 210 s at open circuit. We found that the
height of adenine peak enhanced with the time of accumula-
tion up to 120 s, then gradually decreased (Fig. 2B). The observed
decrease in adenine peak height at accumulation time higher than
120 s can be associated to length of poly(A) chains, which could
form poly-layer structures on the surface of HMDE. The influ-
ence of the poly(A) concentration on the current response at the
accumulation time of 120 s is shown in Fig. 2C. Redox signal of
adenine was proportional to the concentration of poly(A) up to

35 �g/ml, then the signal enhanced slowly. The linear dependence
was measured within the range from 0.4 to 25 �g/ml with equation
y = 1.204x + 888.5, R2 = 0.992 (Table 1). The obtained experimental
data were repeatable very well with relative standard deviations
5.5% (n = 5).
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Fig. 1. (A) Electrochemical analysis of poly(A) and/or mRNA: (a) renewing of the hanging mercury drop electrode surface, (b) introducing of sample (5 �l) containing poly(A)
and/or mRNA on parafilm, (c) adsorbing of poly(A) and/or mRNA in a drop onto the HMDE surface at open circuit, (d) rinsing electrode in water of ACS purity, (e) measuring in
supporting electrolyte. (B) Scheme of poly(A) isolation by using of paramagnetic microparticles: (a) washing of the particles, adding of hybridization solution and a sample;
(b) denaturation of hybridized nucleic acids chains at higher temperature; (c) forcing of the particles by magnetic field; (d) electrochemical detection an isolated nucleic acids.

Fig. 2. Optimization of CV experimental parameters: the dependence of peak height on (A) scan rate, (B) time of accumulation and (C) concentration of poly(A). Concentration
of poly(A): 100 �g/ml.

Table 1
Analytical parameters of poly(A) detection.

Data Peak potential (V)a Calibration curve (nA) R2 Linear dynamic range (�g/ml) LOD (ng/ml)b LOQ (ng/ml)c R.S.D. (%)d

Poly(A)e −1.4 ± 0.1 I = 1.204c + 888.5 0.9920 0.4–25 100 333 5.5
Poly(A) 120sf ,g −1.4 ± 0.1 I = 56.91c + 7.14 0.9973 0.2–25 1 3 3.9
Poly(A)60s f ,g −1.4 ± 0.2 I = 36.89c + 4.52 0.9967 0.2–25 5 17 4.8
Poly(A)30s f ,g −1.5 ± 0.2 I = 19.86c + 6.67 0.9917 0.2–25 10 33 6.8

I: peak current (in calibration curve).
c Poly(A) concentration (in calibration curve).

a Measured vs. Ag/AgCl/3 M KCl electrode.
b Limit of detection estimated (3 signal/noise, S/N) was calculated according to Long and Winefordner [56], whereas N was expressed as standard deviation of noise

determined in the signal domain unless stated otherwise.
c Limit of quantification estimated as (10 S/N) [56].
d Relative standard deviation.
e Poly(A) was measured by AdTS CV, time of accumulation 120 s.
f Poly(A) was measured by AdTS SWV, time of accumulation as superscript.
g Number of measurement (n = 5).
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.1.2. Electrochemical behaviour of poly(A) investigated by
dsorptive transfer technique in connection with square wave
oltammetry

Cyclic voltammetry is the most widely used technique for
cquiring qualitative information about electrochemical reactions;
owever, it suffers from insufficient sensitivity and high detec-
ion limits. Therefore we selected much more sensitive method
alled square wave voltammetry (SWV) [51]. The comparison of
oly(A) signals measured by CV and SWV is shown in Fig. 3A. The
ignal measured by CV was shifted for more than 50 mV to posi-
ive potentials. From the analytical point of view SWV signal was
pproximately two times higher compared to CV signal. Based on
W voltammetric analyses of DNA the highest current response
as measured at 260 Hz [43,51]. We investigated the influence
f frequency on poly(A) SWV signal (Fig. 3B). The highest signal
as determined at a frequency of 280 Hz. Under higher frequen-

ies the signal rapidly decreased. The difference between previously
ublished value (260 Hz) and the optimized ones (280 Hz) can be
robably associated with the influence of nucleic acids sequence.
he dependence of peak height on accumulation time had simi-
ar trend compared to CV analyses with maximum measured at
00 s (Fig. 3C). Under higher accumulation times the peak height
ecreased. Further we focused our attention on studying the effect
f temperature of supporting electrolyte on poly(A) signal. The
ighest peak was determined at 35 ◦C. Temperature higher than
◦
0 C resulted to the progressive destabilization of poly(A) molecule

n the electrode surface. The increasing temperature enhances
robability of irregular bases pairing (Fig. 3D). The significant role

n nucleic acids detection also plays pH of supporting electrolyte. It
learly follows from the results obtained that the highest response

ig. 3. (A) Cyclic and square wave voltammograms of poly(A). Optimization of SWV expe
ccumulation, (D) temperature of supporting electrolytes, (E) pH of acetate buffer and (F)
9 (2009) 402–411

was measured in the presence of acetate buffer pH 4.6 (Fig. 3E). This
phenomenon can be associated with the protonization of poly(A)
molecule. Under the optimized conditions (frequency 280 Hz, accu-
mulation time 200 s, supporting electrolyte and its temperature:
acetate buffer 4.6 and 35 ◦C) we investigated the dependence
of peak height on poly(A) concentration within the range from
0.02 to 12 �g/ml (Fig. 3F). The dependence was proportional to
poly(A) concentration according to the equation y = 56.91x + 7,14,
R2 = 0.9973 with relative standard deviation 3.9% (n = 5). The detec-
tion limit of poly(A) was estimated as 1 ng/ml (2.5 pM). The other
analytical parameters are shown in Table 1.

3.2. Semi-automated isolation of nucleic acids by using of
paramagnetic particles

Analysis of nucleic acids represents still challenge for analytical
chemistry and biochemistry especially in the field of RNA detection
or determination of specific DNA sequences. From various types
of RNAs mRNA is important due to the fact that relates with gene
activity; however, their isolation is still laborious and time con-
suming. We utilized paramagnetic particles with homo-thymidine
chain anchored on their surface for isolation of mRNA as it is shown
in Fig. 1B. To enhance effectiveness and repeatability of isolation of
nucleic acid automated approach for rinsing and hybridizing was
proposed. The whole process is shown in Fig. 4. Paramagnetic par-

ticles (10 �l) are transferred with solution in which they are kept
to a test-tube (A1). After this step the test-tube is placed to mag-
netic stand that separates paramagnetic particles from the solution
of storage (A2). The solution is then pipetted away and 20 �l of
washing solution (phosphate buffer I) is added (A3). Further the

rimental parameters: the dependence of peak height on (B) frequency, (C) time of
concentration of poly(A). Concentration of poly(A) was 10 �g/ml except (F).
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ig. 4. Scheme of semi-automated isolation of poly(A): (A) rinsing before hybridiza

est-tube is moved from magnetic stand and shortly shook in the
ands so that the paramagnetic particles are equally dispersed

n washing solution (A4). After this step the washing process is
epeated (A5–A6). The washing with apparatus multi-spin MSC-
000, in which the centrifugation and shaking can be changed,
ollows. Shaking was set to level hard and lasted for 20 s; cen-
rifugation proceeded at centrifugal force 285 g for 1 s (A7). Steps
os. A2–A7 are three times repeated. After paramagnetic particles

eing washed they are ready for nucleic acid isolation (process of
ybridization). When the washing solution is removed (A8–B9), the
ybridization solution is added to the paramagnetic particles. Total
olume of the hybridization solution with the sample was 30 �l

ig. 5. Optimization of hybridization: (A) the dependence of hybridization time on poly
nd (C) the dependence of temperature on poly(A) peak height.
B) hybridization, (C) rinsing after hybridization, (D) denaturation and (E) detection.

(B10). The hybridization was proceeding on apparatus multi-spin
MSC-3000 for the 40 min. The settings were as follows: 20 s of shak-
ing (level soft) and centrifugation for 1 s at 285 g (B11). After the
hybridization, the washing steps nos. A2–A7 were repeated three
times. To the washed paramagnetic particles with bounded poly(A)
phosphate buffer II (30 �l) was added (A13). Then the test-tube was
placed in the Thermomixer 5355. Denaturation was carried out at
85 ◦C for 5 min (C14). Under heat treatment poly(A) is released from

the particles. After this step, paramagnetic particles were forced
using magnetic stand and the solution containing only mRNA was
transferred into new test-tube (C15–C16). The solution is subse-
quently analysed (D).

(A) peak height, (B) the dependence of NaCl concentration on poly(A) peak height
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tigated the influence of matrix on the electrochemical response of
isolated mRNA. The recovery was within the interval from 94 to
115% (Table 2).
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.2.1. Hybridization of poly(A) on paramagnetic particles
Hybridization of poly(A) to homo-thymine chains anchored on

he surface of paramagnetic particles is the most important part of
he whole isolation. Therefore we optimized experimental condi-
ions to reach the highest yield of poly(A). There are many factors
hat affect the process of hybridization. The first parameter we
nvestigated was length of hybridization. We found that the total
mount of isolated poly(A) enhanced with increasing hybridization
ime. For the above-suggested semi-automated way of isolation
Fig. 4) the most suitable time for the most effective hybridization
aried between 30 and 40 min (Fig. 5A). The yield of poly(A),
hich was defined as “isolated concentration of poly(A)”/“given

oncentration of poly(A)”, was approximately 50% (n = 15). The
onic strength also markedly affects hybridization process. To

imic the influence of ionic strength on the hybridization we used
aCl. The highest peak was determined in the presence of 0.5 M
aCl (Fig. 5B). The differences in peaks measured in the presence
f tested NaCl concentrations were not higher than 35%. Process of
ybridization is also affected by temperature. In our experimental
esign it was possible to test two temperatures: 15 and 30 ◦C.
ased on our results these two temperatures had no effect on the
ybridization process (Fig. 5C).

Further we attempted to evaluate how the automation and opti-
ization steps were effective (Fig. 6). The white columns show

oly(A) (10, 50 and 90 �g/ml) detected without previous isolation.
he development of peak heights corresponds to the typical con-
entration dependence shown in Fig. 3E. If we used the experimen-
al procedure described by Palecek for poly(A) isolation [29], the
ield was low (15%) with relative standard deviation 8%. Under the
ptimized conditions the yield of isolation enhanced up to 60% with
elative standard deviation 10%. Using semi-automated way of iso-
ation and under optimized conditions the yield was about 75% with
he relative standard deviation below 6%. It clearly follows from the
esults obtained that automation step considerably reduced errors
ade by hand operating and thus enhanced yield of the isolation.
.2.2. mRNA separation from samples of patients with traumatic
rain injury

In many cases of traumatic injury there are no suitable markers
vailable for the monitoring of brain damage and health state of

ig. 6. The yield of isolation of various initial concentrations of poly(A) (10, 50 and
0 �g/ml).
9 (2009) 402–411

the patients. S100B protein might be one of such markers [52–54].
Moreover, changes in gene expression profile a set of genes tran-
scripts for cell cycle control, inflammation, cell proliferation and
oxygen free radical scavenger proteins, growth inhibitory factor;
metallothionein-III, p53 antigen, p53-induced protein, interleukins,
TNF receptor associated death domain, and FAS soluble protein
was shown in patients with traumatic brain injury [54]. To fol-
low these changes sample of pure mRNA is needed. Not only the
level of mRNA can be considered as one of the markers of trau-
matic brain injury, but also the isolated mRNA can be used for
more specialized processing to detect specific sequence of a gene
associated with traumatic brain injury. Moreover, the enhancing of
mRNA level in few hours after traumatic brain injury was discussed
[55]. The suggested and optimized methods for poly(A) isolation
and detection was utilized for the analysis of brain tissues of six
patients with traumatic brain injury. Traumatic damaging of brain
tissue measured by nuclear magnetic resonance (abnormal signals
are white-highlighted) is shown in inset in Fig. 7. mRNA was suc-
cessfully isolated from all analysed samples by the semi-automated
above-described method. Their quantity was determined by SWV.
Well-developed peaks about −1.6 V were observed in the SW
voltammograms shown in Fig. 7A. The total amount of the iso-
lated mRNA varied from 40 to 760 �g of mRNA per g of brain tissue
(Fig. 7B). Based on the spikes of poly(A) to real samples we inves-
Fig. 7. mRNA separation from patients with traumatic brain injury. (A) Typical SW
voltammograms of eluates (20 �l) obtained from the brain tissues. (B) The con-
tent of the isolated mRNA in brain tissues obtained from patients; inset: traumatic
damaging of brain tissue measured by nuclear magnetic resonance.
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Table 2
Detect mRNA vs. brain tissues.

Samplea Peak current (nA)b Peak potential (mV)c Recovery (%)d

Patient 1 280 ± 20 −1.56 ± 0.02 105.5
Patient 2 205 ± 50 −1.59 ± 0.04 98.7
Patient 3 100 ± 5 −1.58 ± 0.03 94.6
Patient 4 1060 ± 20 −1.58 ± 0.02 110.8
Patient 5 220 ± 10 −1.56 ± 0.03 115.0
Patient 6 500 ± 20 −1.55 ± 0.02 108.8
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Each sample was measured in triplicates.
b The height of SWV signal after baseline correction (GPES 4.9, EcoChemie, Nethe
c Measured vs. Ag/AgCl/3 M KCl electrode.
d Addition of poly(A) (10 �g/ml) to a sample after isolation.

.3. Fully automated separation of nucleic acids by using of
aramagnetic particles

In the following experiments we have been carried out with
ully automated isolation of poly(A) by using a robotic device epMo-
ion (Fig. 8). Pipetting of liquids and moving of PCR plates provide
, y, z moving arm controlled by a microprocessor (Fig. 8A). The
ork sequence is shown in Fig. 8B. The eluate obtained is anal-

sed electrochemically. For our purposes the following sequence
as proposed: (i) paramagnetic microparticles (10 �l) are pipet-

ed into the PCR plate; (ii) a washing cycle is three times repeated

50 �l); (iii) the sample (poly(A), (10 �l) and hybridization solution
30 �l) are pipetted into PCR plates with paramagnetic micropar-
icles; (iv) 15 min long hybridisation is carried out at 25 ◦C; (v)
washing cycle is three times repeated (50 �l). The PCR plate is

ig. 8. Scheme of fully automated instrument for isolation of mRNA. (A) The arrangemen
teps for the analysis of real samples.
).

later on moved on thermostated position, where the denatura-
tion of bound nucleic acid chain takes place. The yield of poly(A)
separation (25 �g/ml) was 40% with R.S.D. 6.5% (n = 10). Fully auto-
matic process leads to timesavings and, in particular, reduces
experimental errors. Among the technical problems, which are still
associated with the use of this procedure, the evaporation of the
sample analysed belongs. We have been investigated the isola-
tion of poly(A) on DBT and/or ROCHE magnetic microparticles by
using of the fully automated technique. The yield of poly(A) iso-
lated by DBT microparticles was approximately 40%. Using these
microparticles the dependence of peak height on concentration of

isolated poly(A) (0–100 �g/ml) was investigated and is shown in
Fig. 9A. In inset of this figure, strictly linear part of this dependence
is shown. The yield of poly(A) isolated by ROCHE microparti-
cles was approximately 25%. Moreover the isolated amount of

t of working tools. Electrochemical analyser is off-line connected. (B) Sequence of
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ig. 9. (A) The dependence of height of poly(A) after its isolation by using fully autom
f extracts from tissues of plants treated with cadmium(II) ions. (C) Photographs o
solated mRNA from roots extracts. *Differences with p < 0.05 were considered signi

oly(A) was not proportional to the initial concentration of these
olecules.
The method of fully automated isolation of mRNA was utilized

or the analysis of tissues of maize plants exposed to cadmium(II)
ons. Roots of the plants treated with particular concentration of
admium(II) ions were sampling for five days. mRNA was isolated
rom the extract prepared from all roots belonging to one particular
oncentration of heavy metal. Typical voltammograms of the iso-
ated mRNA are shown in Fig. 9B. In all samples it was possible
o detect mRNA. Photographs of maize plants treated with cad-

ium(II) ions are shown in Fig. 9C. It follows from the photographs
hat plants are loosing weight in roots, leaf surface is reduced and
ontent of chlorophyll is decreased with the increasing concentra-
ion of cadmium(II) ions and time of the exposition. All of these
egative processes lead to the gradual exhaustion of a plant. We

ound that the average level of mRNA in samples decreased slightly
n the lower concentrations applied. Since the applied concentra-
ion of 25 �M, the significant increase of mRNA levels was observed
Fig. 9D). The dramatic increase in mRNA levels can be associated
ith the increased metabolic activity in plants of maize to overcome

he adverse effects of heavy metal ions.

. Conclusion

We succeeded in suggestion, optimization and automation of the
ethod for mRNA isolation using paramagnetic microparticles. The
ain advantage of our method is its rapidity. The isolation of mRNA

rom six samples per run is not longer than 2.5 h. The proposed
ethod was tested on brain tissues and maize roots.
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a b s t r a c t

Amperometric acetylcholinesterase (AChE) biosensors have been developed to resolve mixtures of chlor-
pyrifos oxon (CPO) and chlorfenvinfos (CFV) pesticides. Three different biosensors were built using the
wild type from electric eel (EE), the genetically modified Drosophila melanogaster AChE B394 and B394
co-immobilized with a phosphotriesterase (PTE). Artificial Neural Networks (ANNs) were used to model
the combined response of the two pesticides. Specifically two different ANNs were constructed. The first
eywords:
cetylcholinesterase
hosphotriesterase
iosensor
hlorpyrifos

one was used to model the combined response of B394 + PTE and EE biosensors and was applied when
the concentration of CPO was high and the other, modelling the combined response of B394 + PTE and
B394 biosensors, was applied with low concentrations of CPO. In both cases, good prediction ability was
obtained with correlation coefficients better than 0.986 when the obtained values were compared with
those expected for a set of six external test samples not used for training.
hlorfenvinfos
rtificial Neural Networks

. Introduction

Organophosphosphate (OP) compounds are highly powerful
eurotoxics that act by inhibiting acetylcholinesterase (AChE) [1].
hey are commonly used as insecticides and chemical warfare
gents. Due to their high acute toxicity and risk towards the pop-
lation, some European directives have been established to limit
heir presence in water and food resources. For instance, the coun-
il directive 98/83/CE concerning the quality of water for human
onsumption has set a maximum admissible concentration of
.1 ppb (�g L−1) per pesticide and 0.5 ppb for the total amount of
esticides.

Early detection of OP neurotoxins is a very important chal-
enge for protecting water resources and food supplies, but also
or defence against terrorist activity, and for monitoring detoxifi-
ation processes. For that purpose, biosensors have been described
or many years as being good candidates as substitutive or com-
lementary tools to these conventional methods, since they can
rovide real-time qualitative information about the composition of
sample with minimum preparation [2–5]. Biosensors based on the
nhibition of AChEs have been widely used for the detection of OP
ompounds. Among the numerous sensors described, some of them
nvolve the use of recombinant AChEs allowing enhancing dra-

atically the sensitivity of these devices. Such sensors have been

∗ Corresponding author.
E-mail address: noguer@univ-perp.fr (T. Noguer).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.04.014
© 2009 Elsevier B.V. All rights reserved.

recently described in our group for the highly sensitive detection
of two insecticides of interest: chlorpyrifos (CPO) and chlorfenvin-
fos (CFV), which are included in a list of priority substances in the
field of water policy (decision 2455/2001/EC) [6]. Although these
devices show a high sensitivity, they have been shown to be poorly
adapted to the selective detection of insecticides.

To overcome this problem, we have recently described a biosen-
sor associating a highly sensitive genetically-modified Drosophila
melanogaster AChE (B394) with a phosphotriesterase (PTE) [7]. This
latter enzyme has the ability to hydrolyse organophosphate com-
pounds. It has already been used in other works as a target enzyme
for the detection of parathion [8–11]. The developed device has
been shown to allow the discriminative detection of CPO and CFV in
a wide range of concentrations, providing that these two substances
were not both present in the same sample [7]. When both CPO and
CFV were present, it was shown that CFV induced a competitive
inhibition of PTE, which in turn was unable to react with CPO. Con-
sequently, a dramatic increase of the sensor inhibition was observed
due to the non-degradation of CPO [7]. This feature complicated
dramatically the selective detection of these pesticides.

The aim of this work is therefore to improve the selectivity of
the previously described sensors by employing sensor arrays and
chemometric data analysis. Artificial Neural Networks (ANNs) were

used to model the combined response of the two pesticides using
sensors incorporating wild-type electric eel AChE and drosophila
mutant AChE, associated or not with PTE. These two types of AChEs
were selected according to their different sensitivities to OP insec-
ticides [6,7].
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. Materials and methods

.1. Chemicals and stock solutions

Genetically-modified AChE from D. melanogaster type B394
as produced by Protein Bio Sensor (PBS, Toulouse, France) and
ChE (EC 3.1.1.7) from electric eel (EE) (Type V-S, 1000 U/mg)
as purchased from Sigma–Aldrich (Switzerland). Acetylthio-

holine chloride (ATChCl), acetylthiocholine iodide (ATChI) and
,5′-dithiobis(2-nitrobenzoic acid) (DTNB-Ellman’s reagent) were
rovided by Sigma.

In order to minimize hydrolysis, ATChCl and ATChI solutions
ere prepared daily in 0.9% NaCl (Sigma–Aldrich, Switzerland)

olution. Stock solutions of enzymes and DTNB were prepared
n 0.1 M phosphate buffer (Na2HPO4/KH2PO4, Sigma–Aldrich,
witzerland) at pH 8. CPO, CFV and Paraoxon were purchased
rom Chem Service (West Chester, PA, USA). Pesticide stock
olutions were prepared in acetonitrile (Carlo Erba, Italy) and
orking pesticide solutions were prepared daily in distilled water

y dilution from the stock solution. Silver (Electrodag PF 410),
raphite (Electrodag 423 SS) and silver/silver chloride (Electrodag
18SS) inks were obtained from Acheson (Plymouth, UK). Cobalt-
htalocyanine-modified carbon paste was purchased from Gwent
lectronic Materials, Ltd. (Gwent, UK). Poly(vinyl)chloride (PVC)
heets (200 mm×100 mm×0.5 mm), supplied by SKK (Denzlin-
en, Germany), were used as support for the screen-printed elec-
rodes. A glycerophthalic paint (Astral, France) was used as insulat-
ng layer. The photocrosslinkable polymer poly(vinyl alcohol) PVA-
WP (Toyo Gosei, Japan) was used for immobilization of enzymes.

.2. Determination of enzymes activity

Spectrophotometric measurements were performed using a
ewlett Packard diode array 8451A spectrophotometer.

The AChE activities were measured spectrophotometrically as
escribed previously [12]. PTE activity was measured in 10 mM
hosphate buffer pH 8 using 1 mM of substrate (Paraoxon) by mon-

toring the formation of paranitrophenol at 405 nm [7].

.3. Electrode preparation

Screen-printed three-electrode systems with Cobalt-
htalocyanine-modified carbon as working electrode, graphite
s counter electrode and Ag/AgCl as reference electrode (on Ag
onductive tracks), were fabricated using a DEK248 screen-printing
ystem (Weymouth, UK).

The immobilization of enzymes was performed by physical
ntrapment in a poly(vinyl alcohol)-based photopolymer (AWP),
s described in previous works [6,7]. AWP polymer was mixed
ith enzymatic solution in a ratio 70:30% (v/v). The mixture
as vortex-mixed and briefly centrifuged to eliminate the foam.
volume of 3 �L was then spread onto the working electrode

sing a micropipette. The concentration of the initial AChE solu-
ions was adjusted in order to obtain a final enzyme loading of
mU/biosensor. The electrodes were then exposed for 3 h under
neon lamp (15 W) at 4 ◦C to carry out photopolymerization and
ere ready to use after drying for 48 h at 4 ◦C.

Three different types of biosensors were fabricated by deposit-
ng wild AChE from EE, genetically modified AChE B394, and B394
o-immobilized with PTE (0.85 IU/biosensor).

.4. Amperometric measurements
The activity of AChEs immobilized on the electrodes was deter-
ined by electrochemically monitoring the thiocholine formed

pon enzymatic hydrolysis of ATChCl. Amperometric measure-
ents were carried out using a 641VA potentiostat (Metrohm,
a 79 (2009) 507–511

Switzerland), connected to a BD40 (Kipp & Zonen, The Netherlands)
flatbed recorder. As described in previous works [6,7], the applied
potential was 100 mV vs. a printed Ag/AgCl reference electrode,
using cobalt-phtalocyanine as a mediator. In order to make amper-
ometric measurements, the biosensor strip was vertically inserted
into an analytical cell containing 10 mL of phosphate buffer pH 8
under constant magnetic stirring (250 rpm) at constant tempera-
ture (30 ◦C).

The pesticide detection was made in a three-step procedure
as follows: first, the initial response of the electrode to the sub-
strate ATCh (1 mM) was recorded three times, then the electrode
was incubated for 10 min in a solution containing a known con-
centration of insecticides, and finally the residual response of the
electrode was recorded again. Electrodes were cleaned between
each measurement. The percentage of the inhibition was correlated
with insecticide concentration.

2.4.1. Biosensor characterization and kinetic study of the
immobilized enzyme

The stability of the sensors needs to be evaluated in order to
ensure that the decrease in the signal during inhibition measure-
ments is due to enzyme inactivation and not to enzyme leaking.
The operational stability of immobilized AChE (EE, B394) was esti-
mated by successively measuring the response of the same enzyme
electrode to 1 mM ATCh, at 100 mV vs. Ag/AgCl. The PTE stability
was estimated by measuring the sensor response to 1 mM paraoxon
using the same enzyme electrode at 700 mV vs. Ag/AgCl. The sen-
sors were washed between tests with distilled water. All three types
of sensors were shown to be stable for at least 10 consecutive mea-
surements. The biosensors based on AWP-entrapment presented a
good reproducibility, with a signal maximum variation of 5%. The
average response to 1 mM ATCh for n = 5 electrodes prepared in the
same experimental conditions was 290±15 nA for biosensors with
B394 (without or with PTE) and 245±10 nA for biosensors with EE.
These reproducibility data refers to the mean value of 10 assays for
each electrode.

2.4.2. ANN modelling
ANNs were used to model the combined response of the two

pesticides studied from amperometric measurements. Calculations
were made by developing the corresponding programs in MATLAB
(MATLAB 6.1, Mathworks, USA) which employed its Neural Network
Toolbox (Neural Network Toolbox 4.0.2, Mathworks, USA). The used
ANNs were feedforward networks and were trained by employing
back-propagation algorithms, viz. Bayesian Regularization (BR)
[13].

In order to model the mixed response to CPO and CFV pesticides,
a total amount of 66 mixed solutions were manually prepared, with
values selected randomly. 33 of these mixed solutions were used
with both EE and B394 + PTE biosensors, by using low concentra-
tions of CFV together with high concentrations of CPO. The other
33 solutions were used with B394 and B394 + PTE biosensors, by
using low concentrations of the two insecticides. The concentration
ranges of these solutions were chosen according to results pub-
lished in previous works [6,7]. Each set of 33 samples was divided
into two subsets: (1) training: with 75% of total set (25 samples)
which served to establish the response model; (2) test: with 25% of
the set (8 samples) which served to evaluate the model’s predictive
ability.

3. Results and discussion
3.1. Amperometric inhibition measurements

Two different ANNs were constructed in order to evaluate differ-
ent concentrations of CPO. On the one hand, the first ANN (ANN1)
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as used to model the combined response of the B394 + PTE and
E biosensors and was applied when the concentration of CPO was
igh. On the other hand, the combined response of B394 + PTE and
394 biosensors was modelled by means of the second ANN (ANN2),
sed with low concentrations of CPO.

As previously specified, two sets of 33 mixed solutions of CFV

nd CPO were freshly prepared for the building of the two response
odels. In the first set, the range concentration for CFV was

.01–1.01 nM and for CPO it was 3.00–303 nM. In the second set,
oncentrations ranged from 0.08 to 8.08 nM for CFV and 0.0018 to
.35 nM for CPO. Each set of solutions was randomly subdivided in

ig. 1. Selection of the configuration of the final ANN2 model. Obtained correla-
ion coefficients for CFV (A) and CPO (B) and RMSE values (C) for different transfer
unctions and number of neurons in the hidden layer.
a 79 (2009) 507–511 509

two different subsets (viz. training and test) needed for the correct
training of the network. One single precaution was taken, which
was to reserve the extreme values for the training subset, in order
to avoid the adjusted ANN to extrapolate these points out of the
obtained model.

The used ANN architecture was exhaustively studied from an
initial configuration using a single hidden layer [14]. In each case,
the percentage of inhibition after 10 min incubation in each mixed
solution of pesticides was used as the input information to the ANN.
Thus the number of neurons at the input layer equalled the number
of biosensors used in each ANN, two. Analogously, as there were
two concentrations sought, the output layer was formed by two
output neurons. The number of neurons at the hidden layer was
determined by trial and error seeking the optimal modelling ability
of the ANN.

On basis of our previous experience, some configuration details
were fixed a priori [15]. These details comprised the learning rate
(˛) and the momentum (ˇ), which took the values of 0.1 and 0.4,
respectively, the transfer functions used in the input and output
layers were also set to be always linear. Furthermore, the data were
range-scaled prior to training so that they had a value between −1
and 1, having demonstrated that this pre-processing facilitates the
modelling process [15].

With the aim of obtaining the final response model for each ANN,
the number of neurons used at the hidden layer was optimized in
detail as well as the transfer functions used at this layer. All possible
combinations of transfer functions (tansig and logsig) and number
of neurons (between 3 and 10) at the hidden layer were tested. As
criteria to choose the best ANN configuration, the root mean square
error (RMSE) was considered as well as the modelling performance
for each analyte. For this last purpose, the predicted values were
represented with respect to those expected and the regression line
of the comparison was calculated, the ideal case being with corre-
lation coefficient close to 1, intercept close to 0 and slope close to
1. From the different tests, the best ANN1 configuration had four
neurons in its hidden layer using the tansig transfer function. On
the other hand, the best ANN2 model had also four neurons in the
hidden layer but using the logsig transfer function, as can be seen
in Fig. 1.

Fig. 2 shows the prediction ability of the models for the two
pesticides with the optimal ANN configurations, for the external
test subset.

Very good correlations were obtained for both the training and
the external test data with comparison lines indistinguishable form

the theoretical values, as can be seen in Table 1. Therefore, predic-
tion capability of the two models could be considered as satisfactory
for both considered pesticides.

Table 1
Summary of the goodness of fits obtained for the two pesticides with training (n = 25)
and external test (n = 8) sets.

Slope Intercept (nM)

ANN1

Training CFV, r = 0.996 0.99 ± 0.04 (0.5±2)×10−2

CPO, r = 0.995 0.99 ± 0.04 1±8

Test CFV, r = 0.998 1.00 ± 0.06 (0.8±3)×10−2

CPO, r = 0.995 0.98 ± 0.09 3±8

ANN2

Training CFV, r = 0.998 0.99 ± 0.03 0.03±0.13
CPO, r = 0.988 1.00 ± 0.08 (−0.7±0.9)×10−3

Test CFV, r = 0.997 0.99 ± 0.08 0.2±0.3
CPO, r = 0.986 1.0 ± 0.2 (0.4±2)×10−2

r is the correlation coefficient. Confidence intervals calculated at the 95% confidence
level.
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.2. Application to real samples

The proposed method was carried out in complex real sam-
les to demonstrate its viability. Seven samples taken from a lake
Villeneuve-de-la-Raho, France) were analyzed directly and after
piking with CFV and CPO. All samples without added pesticide
evealed no inhibitory effect, whereas the spiked ones showed
ome inhibition, which could be estimated with the previously
rained ANN2, since the amount of spiked pesticide was low. The
btained results are shown in Table 2.
As can be seen, the values found with the ANN2 were consistent
ith the spiked concentrations. Average recovery yields, calcu-

ated as (P1/P0)100, where P0 is the added quantity of pesticide
nd P1 is the found quantity of it, were 98% for both pesticides.

able 2
esults obtained in the determination of CFV and CPO pesticides in spiked water
amples taken from a lake (Villeneuve-de-la-Raho, France).

ample Spiked concentrations Found values, ANN2

CFV (nM) CPO (nM) CFV (nM) CPO (nM)

0.28 0.30 0.32 0.32
1.00 0.05 1.00 0.05
2.00 0.15 2.08 0.14
3.00 0.10 2.95 0.10
4.00 0.10 3.50 0.11
5.00 0.15 4.47 0.16
6.00 0.05 5.62 0.03
CPO (B and D) pesticides, pertaining to the external test subset. (A) and (B) were
the theoretical comparison line y = x.

These results suggested that the proposed method was able to
resolve the considered pesticide mixtures in the tested real sam-
ples. A Student’s t-test for paired samples was also applied to check
that there were no significant differences between the obtained
and expected values, significance being set at 95%. No signifi-
cant differences (tcalc < ttab = 1.94) were obtained for both pesticides
(tcalc(CFV) = 1.89; tcalc(CPO) = 0.53).

4. Conclusions

This work shows that it is possible to selectively quantify
mixtures of the pesticides CPO and CFV. The amperometric sig-
nal was generated from three biosensors built using the wild
type AChE from EE, the genetically modified D. melanogaster
AChE B394 and B394 co-immobilized with a PTE. The combined
response of these biosensors was modelled by means of ANNs.
Specifically, two different ANNs were constructed. The first one
was used to model the combined response of B394 + PTE and
EE biosensors and was applied when the concentration of CPO
was high and the other, modelling the combined response of
B394 + PTE and B394 biosensors, was applied with low concen-

trations of CPO. In both cases, the structure providing the best
modelling was a single hidden layer containing four neurons.
Finally, the developed system was applied to the determination
of CPO and CFV pesticides in real water samples. Both pesticides
could be quantified with low errors from a direct measurement
step.
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a b s t r a c t

An integrated electrochemical hydride generation cell, mainly composed of three components (a gas liq-
uid separator, a graphite tube cathode and a reticulate Pt wire anode), was laboratory constructed and
employed for the detection of arsenic by coupling to atomic fluorescence spectrometry. This integrated
cell was free of ion-exchange membrane and individual anolyte, with the virtues of low-cost, easy assem-
bly and environmental-friendly. Using flow injection mode, the sample throughput could come to 120 h−1

attributed to the small dimension of the cathode chamber. The operating conditions for the electrochem-
ical hydride generation of arsenic were investigated in detail and the potential interferences from oxygen
tomic fluorescence spectroscopy
rsenic
eaweeds

or various ions were also evaluated. Under the optimized conditions, no obvious oxygen quenching effects
were observed. The limit of detection of As (III) for the sample blank solution was 0.2 ng mL−1 (3�) and the
relative standard deviation was 3.1% for nine consecutive measurements of 5 ng mL−1 As (III) standard
solution. The calibration curve was linear up to 100 ng mL−1. The accuracy of the method was verified
by the determination of arsenic in the reference materials GBW08517 (Laminaria Japonica Aresch) and
GBW10023 (Porphyra crispata) and the developed method was successfully applied to determine trace

ble se
amounts of arsenic in edi

. Introduction

Seaweeds have been used as a foodstuff in the Asian diet
or centuries and are considered an under-exploited resource,
nd at present, edible seaweeds are being increasingly consumed
n Europe countries [1–3]. Nevertheless, seaweeds or alga can
ccumulate high percentages of As. So many authors have been
ocused on As speciation analysis in this kind of samples during
he last years [4–7]. Considerable efforts have also been made
n developing simple and sensitive methods for As detection.
he most popular and traditional of them are atomic absorp-
ion spectrometry (AAS) or atomic fluorescence spectrometry
AFS), in which chemical hydride generation (CHG) is usually
mployed [8,9]. However, the traditional tetrahydroborate (III)-
ased CHG methods are prone to interferences by transition metal

ons, thus blocking its general applications [10–15]. For elim-

nating or reducing the interferences, many means have been
eveloped, including increase the acid concentration or using
asking agents [16,17]. Besides, photochemical vapor generation

photo-CVG), which had high tolerance to the presence of several

∗ Corresponding author. Tel.: +86 551 3600021.
E-mail address: wgan@ustc.edu.cn (W.-E. Gan).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.055
aweeds.
© 2009 Elsevier B.V. All rights reserved.

transition metals, such as Co2+ and Ni2+, has also been reported
[18,19].

As a suitable alternative approach to CHG techniques, elec-
trochemical hydride generation (EC-HG) has been widely used
as sample introduction technique for detection of As in atomic
spectrometry [20–23]. The structure of conventional electrochem-
ical hydride generators, published by different authors, is nearly
identical [24,25]. The two half-cells, anode chamber and cathode
chamber, are usually separated by an ion-exchange membrane
[26–29], or simply a glass frit [30,31] or ceramic tube [32].

Recently, attentions were paid to mini-sized EC-HG cells. For
example, a three-dimensional miniaturized electrolysis cell with a
fibrous carbon cathode was adopted for optical emission spectro-
metric determination of As and Sb [33]. Two types of miniaturized
non-membranes flow-through electrolytic cells for electrochemi-
cal hydride generation of Se were designed [34]. A miniaturized
electrochemical flow cell with a porous glass carbon working elec-
trode coupled to induced plasma atomic emission spectrometry
was developed for Se determination [35].
In the present work, an integrated EC-HG cell was laboratory
constructed and a small dimension (180 �l) graphite tube used
as cathode chamber. This integrated cell had the virtues of low-
cost, easy assembly and environmental-friendly due to its free of
ion-exchange membrane and individual anolyte. A simple and sen-
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itive FI method for the detection of As was created by coupling
his integrated EC-HG cell with AFS, and this developed method
as successfully applied to determine trace amounts of As in edible

eaweeds.

. Experimental

.1. Instrumentation

An AFS-230 double-channel non-dispersive atomic fluorescence
pectrometer (Beijing Haiguang Instrument Co., Beijing, China) was
mployed throughout. A high intensity As hollow cathode lamp
General Research Institute for Nonferrous Metals, Beijing, China)
ith lamp current of 60 mA was used as a radiation source. Quartz

ube (7 mm i.d.×14 mm length) was used as atomizer.
A homemade integrated EC-HG cell was employed as hydride

enerator. A direct current (DC) constant current and voltage unit
Type DH1719A-3, Beijing Da Hua Wireless instrument Co., Beijing,
hina) operating at constant current mode was used as power sup-
ly. WX-3000 microwave oven (Shanghai EU Chemical Instruments
o., Ltd., China) was used for sample digestion.

Linear Sweep Voltammetric measurements were performed on
n automated LK98BII electrochemical measurement system (Tian-
in Lanlike Chemistry & Electron High Technology Co., Tianjin,
hina) equipped with Pt disc (1.5 mm diameter) working electrode,
aturated calomel electrode (SCE) reference electrode and a Pb foil
4 mm2 area) counter electrode.

.2. Electrochemical hydride generation system

A schematic diagram of the analytical system is shown in Fig. 1.
he integrated EC-HG cell is composed of the gas–liquid separa-

ion (GLS) chamber (20 mm i.d., 60 mm length), cathode chamber
6.4 mm i.d., 40 mm length) and anode chamber (6.4 mm i.d., 40 mm
ength). The graphite tube cathode (2.4 mm i.d., 2 mm thickness,
0 mm length) was put firmly into the cathode chamber and a
eticulate Pt wire anode (0.25 mm diameter, 50 mm length) into

ig. 1. Schematics of the integrated EC-HG cell and the EC-HG-AFS system, P: peri-
taltic pump; W: waste; S: sample; AFS: atomic fluorescence spectrometry.
79 (2009) 314–318 315

the anode chamber. The angle between the GLS chamber and the
anode chamber is 60◦.

A tiny pore (0.5 mm i.d.) connecting the GLS chamber with the
anode chamber was used to keep solution level of GLS chamber. A
piece of rounded porous glass frit was fixed at the bottom of the
GLS chamber for airflow dispersion.

2.3. Reagents and materials

Unless otherwise stated all reagents were of highest available
purity, and of at least analytical grade. Doubly deionized water
(DDW) was solely used. A series of standard solutions were pre-
pared daily by stepwise diluting the stock solution of As (1000 g L−1,
Shanghai Institute of Measurement and Testing Technology) with
1 mol L−1 H2SO4 just before use.

Guarantee reagent H2SO4 was used to test the properties of
electrolytic solutions. A mixture of 100 g L−1 thiourea and ascorbic
acid solution was prepared by dissolving both thiourea and ascor-
bic acid in DDW. The reference materials GBW08517 (Laminaria
Japonica Aresch) and GBW10023 (Porphyra crispata) obtained from
China National Research Center for Certified Reference Materials
were applied to evaluate the accuracy of the present method. Three
common edible seaweeds, one brown (L. japonica) and two red (Por-
phyra tenera and Sarcodia montagneana) were bought at local public
markets.

Argon (≥99.99%) was used as carrier gas; hydrogen gas
(≥99.99%) was used to maintain a stable Ar–H2 flame. Graphite tube
and Pt wire were used as cathode and anode, respectively.

2.4. Sample preparation

The crude seaweeds were firstly cleaned thoroughly with tap
water to remove the salt and dirt and further rinsed with DDW. The
resulting seaweeds were oven dried at 40 ◦C to a constant weight
prior to further preparation and then ground in an agate mortar and
stored in a desiccator.

Digestion was carried out placing approximately 200 mg of
samples or reference materials (GBW 08517 and GBW10023) in
polytetrafluoroethylene vessels together with 4 mL concentrated
HNO3 and 1 mL H2O2, the vessels were sealed and placed in the
microwave digestion oven. The digestion program consisted two
stages, stage 1 (120 ◦C, 0.5 MPa, 5 min); stage 2 (140 ◦C, 1 MPa,
10 min). After digestion and cooled to room temperature, the solu-
tion in the vessels was transferred to a 50 mL beaker and gently
heated to remove the residual HNO3. Then, it was transferred into a
100 mL calibrated flask, added 10 mL of the mixture reducing agent
(10% ascorbic acid + 10% thiourea) according to previous paper [36]
and acidified with H2SO4 to an acid concentration of 1 mol L−1.

2.5. Cathode pretreatment

The graphite tube cathode was rinsed by hot nitric acid (1:1) and
DDW before assembly and then anodically activated at a constant
current of 2 mA in 0.1 mol L−1 H2SO4 for 20 min. It was observed that
the hydride-generating efficiencies decreased after the electrode
was used more than 1 week. Therefore, the electrode should be
treated every week with aforementioned method.

2.6. Analytic procedures

Firstly, the graphite cathode chamber, GLS chamber and anode

chamber were successively introduced with 1 mol L−1 H2SO4 elec-
trolyte by peristaltic pump. The working program of the integrated
EC-HG system was as follows: open the power operating at a
constant current of 1.5 A and then inject 0.7 mL sample into the elec-
trolyte carrier stream. The generated H2 and AsH3 were swept to
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Fig. 2. Linear Sweep Voltammograms. (a) The supporting electrolyte before deaer-

up to 600 mL min no matter with or without the porous glass
frit. As a result, all of the working gas was introduced into the GLS
chamber from bottom.

The results also indicated that the fluorescence signal inten-
sity and its repeatability could be improved by using porous glass
16 X.-J. Jiang et al. / Ta

he quartz tube by working gas (400 mL min−1 Ar and 200 mL min−1

2) for atomic fluorescence measurement in peak area mode
ith read time of 10 s. The total sample determination last about

0 s (sample introduction, 6 s; electrolyte introduction, 23 s; valve
witch, 1 s) and the analytical throughput of 120 h−1 was achieved.

. Results and discussions

.1. Electrochemical hydride generator design

The present integrated EC-HG cell was manufactured with a
olytetrafluoroethylene (PTFE) body (120 mm×80 mm×50 mm),
ainly including graphite tube cathode, GLS chamber and retic-

late Pt wire anode. The proposed device dispensed with
on-exchange membrane and individual anolyte.

The non-membrane setup enabled the electrolyte stream to be
equentially pumped through cathode chamber, GLS chamber and
node chamber acted as both catholyte and anolyte. Therefore, it
ad advantages of low-cost and environmental-friendly.

A tiny pore (0.5 mm i.d.) communicating the GLS chamber and
he anode chamber was used to adjust solution level in GLS cham-
er. As the solution level in GLS chamber was lower than the tiny
ore, the liquid in GLS chamber would stop draw off owing to the air
ressure and while the liquid level go beyond the tiny pore, exces-
ive liquid would be drawn out since the tiny pore was filled with
iquid. The solution level in the GLS chamber was maintained within
mm around the tiny pore. A piece of porous glass frit fixed at bot-

om of GLS chamber was used for dispersing airflow and stabilizing
oth the liquid surface and the electrical current. In addition, the
crew cap makeup for components seal makes assembling of EC-HG
ell easy, and reduced the time required for cathode replacement
r cleaning.

.2. Potential effect of oxygen

It is well known that atomic fluorescence is prone to be
uenched by oxygen [37]. The ion-exchange membrane is often
sed to separate the two compartments physically and to prevent
he passing (diffusion) of anode products, especially the oxygen
nto the cathode compartment in the conventional EC-HG cell [24].
onsidering non-membrane setting in the proposed EC-HG cell, it

s critical to evaluate the potential effect of generated oxygen on
uorescence signal intensity.

The Linear Sweep Voltammetry was applied to detect oxygen
ontent in mixed gas scanning between 0.2 and −0.6 V (vs. SCE)
t 10 mV s−1. Supporting electrolyte (0.1 mol L−1 NaOH) was deaer-
ted with Ar for 20 min before use. The analytes were prepared
y insufflating gases from GLS into the supporting electrolyte for
0 min. The results were shown in Fig. 2. Among them, Fig. 2a
nd b illustrate the results of supporting electrolyte alone before
nd after deaerated with Ar; Fig. 2c and d were those of the
roposed EC-HG cell and the conventional EC-HG cell with ion-
xchange membrane [36], respectively; Fig. 2e was the result of
upporting electrolyte insufflated by air (diluted 1:10 with Ar) for
min.

The peak heights of oxygen reductive peak (ca. −0.14 V) in
ig. 2b–d were almost the same and much lower than that of the sat-

rated oxygen reductive peak (Fig. 2a). However, when air (diluted
ith Ar) was introduced for only 2 min (Fig. 2e), an obvious wave
as seen at −0.14 V. It was indicated that the oxygen generated in

he anode chamber was fluently led to waste along with the elec-
rolyte stream and the potential effect of oxygen on fluorescence
ignal intensity could be neglected; therefore, the ion-exchange
embrane was unnecessary in this integrated EC-HG cell.
ated with Ar. (b) The supporting electrolyte deaerated with Ar for 20 min. (c) Gas
mixtures from the integrated EC-HG cell were insufflated for 10 min. (d) Gas mix-
tures from ion-exchange membrane EC-HG cell were insufflated for 10 min. (e) Air
(diluted 1:10 with Ar) was insufflated for 2 min.

3.3. Effect of working gas

The influence of working gas (Ar and H2) on both the fluores-
cence signal intensity and repeatability were studied. In accordance
with our previous work [36], gas mixtures of 400 mL min−1 Ar and
200 mL min−1 H2 were employed as working gas for transferring
hydride to the AFS and for maintaining the hydrogen–argon–air
entrained flame in the quartz tube atomizer.

Firstly, the working gas (400 mL min−1 Ar and 200 mL min−1 H2)
was divided into two portions. One portion, the sweeping gas, was
introduced into the GLS chamber from bottom; the other portion
was introduced to the cross-tube at the outlet of the integrated
cell. As illustrated in Fig. 3, the fluorescence signal intensity of
5 ng mL−1 As (III) increased along with the sweeping gas flow rate

−1
Fig. 3. Effect of working gas flow rate on the As (III) fluorescence signal intensity
in the electrochemical hydride generation system. The analyte concentration was
5 ng mL−1. Error bars represents standard deviations of three replicates.
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being reduced by the mixed reducing agent (1% ascorbic acid + 1%
thiourea), the As (V) reached the same intensities of the As (III).
Therefore, the As (V) was pre-reduced to As (III) by the mixed reduc-
ing agent in this study.

Table 1
Interference of various ions on the determination of 50 ng mL−1As.

Element Concentration (mg L−1) [M]a/[X]b Recovery (%)

K+ 100 2000 102
200 4000 93

Na+ 20 400 108
200 4000 101

Ca2+ 20 400 96
Mg2+ 200 4000 99
Fe3+ 2 40 96
Mn2+ 1 20 104

2 40 88
Cu2+ 0.5 10 101

4 80 87
Se4+ 2 40 105
Co2+ 0.05 1 96

0.5 10 64.6
Cr3+ 0.5 10 95
Ni2+ 0.5 10 103
Mo6+ 0.05 1 96

0.5 10 74
Sn4+ 0.05 1 103

0.5 10 91
ig. 4. Effect of sample volume on analytical performance of the system by detecting
he atomic fluorescence intensity of 5 ng mL−1 As (III) in peak height mode.

rit. In contrast, without the porous glass frit, the introduction
f gas mixtures would produce big bubbles in the GLS chamber,
ake against the stability of liquid surface and electrolysis cur-

ent and deteriorate the repeatability of the fluorescence signal
ntensity. Consequently, the gas mixtures of 400 mL min−1 Ar and
00 mL min−1 H2 were totally introduced into the GLS chamber
hrough the porous glass frit.

.4. Optimization of the experimental conditions

.4.1. Sample volume
Effect of sample volume on analytical performance was studied

y detecting the atomic fluorescence signal intensity of 5 ng mL−1

s (III) in peak height mode. It was found that the signal intensity
ncreased as the sample volume increased from 0.5 to 1.4 mL (Fig. 4),
.e. increasing the sample volume would decrease the dispersion
oefficient. On the other hand, when larger sample volume was
ntroduced, longer time would be needed for the signal to return to
ear blank level and it would result in lower analytical throughput.
herefore, sample volume of 0.7 mL was chosen in the analytical
rocedure. In addition, it was observed in Fig. 4 (0.7 mL) that the
tomic fluorescence signal intensity attenuated remarkably as read
ime exceeded 10 s. Considering both analytical throughput and

ethod precision, measurement time of 10 s was adopted in our
ork.

.4.2. Electrical current
The influence of applied electrolytic current on the fluores-

ence signal intensity of 5 ng mL−1 As (III) in 1 mol L−1 H2SO4 was
nvestigated within the range of 0.25–2.25 A. It was found that fluo-
escence signal intensity increased along with electrolysis current,
n agreement with the observations of other authors [38]. However,
igher current values (>1.75 A) were unsuitable for prolonged mea-
urements due to considerable electrolytes overheating. That would
ring some water fog into the quartz tube atomizer, causing dete-
ioration in the repeatability of the fluorescence signal intensity.
ompromising fluorescence signal intensity and stability, constant
urrent of 1.5 A was used throughout.

.4.3. Electrolyte

Diluted H2SO4, HCl and H3PO4 were often used as electrolytes

or the determination of As (III) in the EC-HG system; HNO3 was
ot used because of its oxidation properties. HCl was not cho-
en in this work, considering that the poisonous NH2OH·HCl was
emand to inhibit the interference from resultant chlorine [39].
79 (2009) 314–318 317

H3PO4 was also unsuitable owing to its weak acidity and resultant
low conductivity. In general, H2SO4 was the appropriate electrolyte
for the generation of arsine [24,40] and chosen in the present
work.

Effect of H2SO4 concentration on the fluorescence signal inten-
sity was examined. It was found that the fluorescence signal
intensity of 5 ng mL−1 As (III) increased slowly with increasing acid-
ity of the electrolyte, and reached to maximum value at 1 mol L−1.
As a result, the solution of 1 mol L−1 H2SO4 was selected in our
work.

The effect of the electrolyte flow rate on the fluorescence signal
intensity was investigated within 4–12 mL min−1. It was found that
flow rate of 7 mL min−1 was suitable and used throughout.

3.5. Interference

The effects of some representative potential interference on
the determination of As (III) by EC-HG-AFS were examined, which
were expressed as the recovery relating to the responses with and
without interference ions as in Table 1. Variations less than 5%
of recovery may be believed insignificant. It was found that large
amounts of alkali and alkaline earth metal ions did not interfere
with the determination. As for transition metal ions interference, it
is usually assumed that transition metal ions were reduced to met-
als to bring catalytic effect on the decomposition of the hydrides
[24]. In this work, the hydride generated in cathode chamber could
be rapidly separated from solution, which means reducing hydride
decomposition. In our experiments, there was no significant inter-
ference for ion concentrations as high as 2 mg L−1 for Fe3+, 1 mg L−1

for Mn2+, 0.5 mg L−1 for Cr3+, Cu2+, Ni2+ and 0.05 mg L−1 for Mo6+,
Co2+, in a solution containing 50 ng mL−1 As (III). Moreover, 2 mg L−1

for Se4+, 0.05 mg L−1 for Sn4+ and 0.5% NO3
− also did not interfere

with the detection of As (III).
It was found that the fluorescence signal intensity of As (V) was

about 10% that of As (III) without the pre-reducing process. After
NO3
− 0.5% 97

1% 83
2% 51

a Interference ions.
b As (III).



318 X.-J. Jiang et al. / Talanta 79 (2009) 314–318

Table 2
Analytical results of As in edible seaweeds.

Samples Found valuea (�g g−1) Added value (�g g−1) Reclaimed (�g g−1) Recovery (%)

Laminaria japonica Aresch 11.54 ± 0.53 10.00 22.24 ± 0.82 107
P 10.00
S 10.00
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orphyra tenera 11.32 ± 0.58
arcodia montagneana 16.25 ± 0.81

a Mean value± standard deviation (n = 3).

.6. Analytical figures of merit

Regression lines between fluorescence signal response
IF) and the concentration (C) can be expressed by
F =−4.01 + 122.37 CAs/ng mL−1 with the regression coefficient

of 0.9978. The limit of detection of As (III) for the sample blank
olution is 0.2 ng mL−1 (3�). The relative standard deviation
R.S.D.) was 3.1% for nine consecutive measurements of 5 ng mL−1

s (III) standard solution. The calibration curve was linear up to
00 ng mL−1. In this work, the hydride-generating efficiency was
alculated as the method used in Ref. [36]. The highest hydride
eneration efficiency of As (III) was 96.4% compared with that of
he KBH4–acid system.

.7. Method validation and analytical results of samples

The accuracy of the method was evaluated through the anal-
sis of the reference materials GBW 08517 (L. Japonica Aresch)
nd GBW10023 (P. tenera) with a certified As concentration of
3.9±2.4 and 27±6 �g g−1, respectively. Results obtained for As
ere 12.88±0.51 and 22.42±1.03 �g g−1 and the results were in

ood agreement with certified values. The proposed method was
pplied to the analysis of three common edible seaweeds, brown
L. japonica Aresch) and two red (P. tenera and S. montagneana). The
esults were listed in Table 2 and their recoveries are satisfying.

. Conclusions

In the present work, a novel integrated EC-HG cell was designed.
graphite tube with a small volume was used as cathode

hamber and samples were introduced in flow injection mode.
his integrated cell was free of ion-exchange membrane and
ndividual anolyte, with the virtues of low-cost, easy assembly,
nvironmental-friendly. In addition, the use of porous glass frit not
nly stabilized the EC-HG system but also enabled the hydride to
e effectively driven out by the working gas from GLS chamber. The
ydride generated in cathode chamber could be immediately sep-
rated with liquid and reduced losing in transferring process. The
eveloped method, by coupling EC-HG with AFS, was successfully
pplied to determine trace amounts of As in edible seaweeds. The
recision and accuracy of the method were satisfactory.
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[4] J. Moreda-Piñeiro, E. Alonso-Rodríguez, P. López-Mahía, S. Muniategui-Lorenzo,
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a b s t r a c t

Tussilago farfara (Kuan Donghua) is an important Chinese herbal medicine which has been shown to
contain many bioactive compounds and widely used to relieve cough and resolve phlegm. However,
besides therapeutic bioactive compounds, this herb has been found to contain toxic pyrrolizidine alkaloids
(PAs), mainly senkirkine and traces of senecionine. In this report, conditions for microwave-assisted
extraction (MAE) and pressurized hot water extraction (PHWE) were optimized for the extraction of
the PAs. The results were compared against heating under reflux. It was found that the binary mixture of
MeOH:H2O (1:1) acidified using HCl to pH 2–3 was the optimal solvent for the extraction of the PAs in the
plant materials. Liquid chromatography (LC) with ultra-violet (UV) detection and electrospray ionization
mass spectrometry (ESI-MS) in the positive mode was used for the determination and quantitation of
senkirkine and senecionine in the botanical extract. The proposed extraction methods with LC/MS allow
for the rapid detection of the major and the minor alkaloids in T. farfara in the presence of co-eluting peaks.
With LC/MS, the quantitative analysis of PAs in the extract was done using internal standard calibration
and the precision was found to vary from 0.6% to 5.4% on different days. The limits of detection (LODs)

and limits of quantitation (LOQs) for MAE and PHWE were found to vary from 0.26 �g/g to 1.04 �g/g and
1.32 �g/g to 5.29 �g/g, respectively. The method precision of MAE and PHWE were found to vary from
3.7% to 10.4% on different days. The results showed that major and minor alkaloids extracted using MAE
and PHWE were comparable to that by heating under reflux. Our data also showed that significant ion
suppression was not observed in the analysis of senkirkine and senecionine in the botanical extracts with

co-eluting peaks.

. Introduction

Tussilago farfara (Kuan Donghua), the dried flower bud of T. far-
ara L., is an important Chinese herbal medicine which has been
ommonly used for the relief of coughs and as an expectorant, blood
ressure raiser, platelet activating factor and anti-inflammatory [1].

t is also used for the treatment of asthma, silicosis, pulmonary
uberculosis, obesity, type 2 diabetes, and hepatitis [2–7]. However,

esides therapeutic bioactive compounds present in the herb, it has
een found to contain toxic pyrrolizidine alkaloids (PAs), mainly
enkirkine and traces of senecionine (Fig. 1) [8]. The PAs can be hep-
toxic, causing damage to the liver and may even cause liver cancer

∗ Corresponding author. Tel.: +65 6516 2681.
∗∗ Corresponding author. Fax: +65 6779 1489.

E-mail addresses: chmlifys@nus.edu.sg (S.F.Y. Li), cofoes@nusedu.sg (E.S. Ong).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.04.028
© 2009 Elsevier B.V. All rights reserved.

when minute quantities are consumed [9–11]. As a result, in order
to minimize the amount of toxic PAs ingested, the German health
authorities have limited the daily intake of toxic PAs to 1 �g. And
in Austria only drugs and preparations free of 1,2-unsaturated PAs
have been authorised since 1994 [8]. Therefore, in order to reduce
the risk presented to consumers, it is very important to develop a
simple method for the isolation and quantification of the toxic PAs
in this herb.

Usually, the bioactive or marker compounds of T. farfara are
extracted by soxhlet extraction [8], or by heating under reflux
[8,12–14]. However, these extraction methods are time-consuming
and involve the use of large volumes of solvent. Recently, sim-

pler and more environmental friendly extraction methods have
been developed. These include supercritical fluid extraction (SFE),
microwave-assisted extraction (MAE), pressurized fluid extraction
(PFE) and so on. Their applicability in extraction of solid matri-
ces and natural products has been discussed [15,16]. Among these
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ew methods, MAE is applied on the extraction of a variety of sam-
le matrices due to its faster extraction time and better extraction
ields. This is because the heating by microwaves is instantaneous
nd occurs in the heart of the sample, leading to rapid extractions.
oreover, as the radiation can be focused directly onto the sam-

le, microwave heating is more efficient and thus homogeneity
nd reproducibility improve significantly [16]. Until recently, MAE
as been widely applied on the extraction of bioactive compounds

rom natural products, such as isolation of alkaloids from Rhizoma
optidis [17], Nelumbo nucifera leaves [18], Lycoris radiata [19] and
olanum nigrum L. [20].

Pressurized hot water extraction (PHWE) is another extraction
echnique which can be applied for the isolation of bioactive or

arker compounds from botanicals and medicinal plants while
educing or completely eliminating the use of organic solvents [21].
n PHWE, water is used as the extraction solvent at temperatures
f 100–350 ◦C and at a pressure high enough to keep it as a liquid.
t elevated temperatures and pressures, the dielectric constant of
ater will be similar to those of ethanol or acetone. As a result,

t can be used with other organic solvents to extract medium- or
ow-polarity compounds [22]. Until recently, PHWE has already
een successfully applied to the extraction of less polar organic
ompounds from the environmental samples and traditional herbal
edicines [21,23–26].
For the analysis and separation of PAs in T. farfara, analytical

echniques such as gas chromatography [8], high performance liq-
id chromatography [12,27], and capillary electrophoresis [12,13]
ave been used. Sometimes, only the major alkaloid senkirkine,
ut not the minor alkaloid senecionine in T. farfara could be
etermined [8,12,14]. LC/MS is able to detect low levels of target
ompounds in a complex matrix as MS provides a second dimen-
ion (mass to charge) which separates co-eluting components. With
andem mass spectrometry, characteristic fragmentation pattern
equired for the rapid identification of unknown compounds can
e obtained. To the best of our knowledge, the isolation, quan-
itative analysis and effects of ion suppression on senkirkine and
enecionine in medicinal plant extracts using LC/MS have not been
eported. Furthermore, reports on the rapid detection of major and
inor components in the presence of co-eluting peaks in botanical

xtracts have been limited.
For the determination of PAs present in medicinal plants, proper

ample preparation is of utmost importance. Thus, the aim of the
urrent work is to develop a method for the rapid extraction and

nalysis of alkaloids such as senkirkine and senecionine using MAE
nd PHWE for determination by LC and LC–MS. The extraction effi-
iency of MAE and PHWE will be compared with that of heating
nder reflux. Concurrently, the effect of ion suppression in the
otanical extracts will be investigated.

Fig. 1. Chemical structures of (A) se
(2009) 539–546

2. Experimental

2.1. Chemicals and reagents

Methanol (HPLC Grade) and dichloromethane (HPLC Grade)
were the products of Merck (Nordic European Center, Singapore).
Absolute ethanol (HPLC Grade) was purchased from Fisher scien-
tific (Loughborough, Leicestershire LE11 5RG, UK). Anhydrous ether
(HPLC Grade) was obtained from Hayman (Witham, Essex, UK).
Acetonitrile (HPLC Grade) was the product of Tedia (Fairfield, OH
45014, USA). Ultra-pure water was obtained by a NANOpure ultra-
pure water system (Barnstead Int., Dubuque, IA, USA). Formic acid
was obtained from Fluka (Sigma–Aldrich pte Ltd., Science Park II,
Singapore). Ammonium formate, sand (white quartz, 50–70 mesh,
suitable for chromatography) and chlorpheniramine maleate were
purchased from Sigma (St. Louis, MO, USA). Ammonium acetate was
the product of Merck (Darmstadt, Germany). Powdered and dried
flowers of T. farfara, as well as crystallized standards of pyrrolizidine
alkaloids were kindly provided by Health Sciences Authority, Sin-
gapore.

2.2. Preparation of reference standards

Stock solution of senkirkine at 3000 mg/L was prepared in
methanol. Senecionine was prepared at 2500 mg/L in methanol. For
the LC analysis of MAE, the working solutions of PAs were prepared
in the calibration range of 5–200 mg/L in methanol. For the LC anal-
ysis of PHWE, the working solutions of PAs were prepared in the
calibration range of 10–200 �g/L in methanol.

2.3. Extraction

2.3.1. Microwave-assisted extraction
A closed vessel system technique was employed using Marsx

from CEM Corporation (Matthews, NC, USA). Powdered air-dried
T. farfara flowers (1 g) were placed into a 100 mL Teflon extrac-
tion vessel with 40 mL of extraction solvent (Acidified to pH 2–3
with acid). Multiple extractions (2–3 samples simultaneously) were
performed under different conditions. Samples were automatically
stirred during the extraction process. The pressure in the vessel
was set to be that of its own vapor pressure, and the tempera-
ture was set to be at boiling point of the binary mixture. After
extraction, the vessel was allowed to cool to room temperature,

extracts filtered, reduced to half volume, and extracted twice using
dichlromethane, and twice using ether. The aqueous layer was
then basified using 1 M NaOH (pH 8–9) before it was extracted
thrice using dichloromethane. The combined extracts were then
evaporated to dryness using rotary evaporator and residues were

nkirkine and (B) senecionine.
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issolved in 1 mL of methanol for analysis using HPLC and 5 mL for
nalysis using LC–MS. The mixture was centrifuged at 13,000 rpm
or 15 min before it was analysed.

.3.2. Pressurized hot water extraction
The instrumentation of PHWE was the same as the one used by

ng et al. [21]. Briefly, the dimensions of the stainless steel columns
btained from Phenomenex were 10.0 mm ID×1/2 in OD×25 cm.
he high pressure was generated by an isocratic Shimadzu LC 10
eries pump (Kyoto, Japan). The pump flow was set at 1.5 mL/min
nd the pressure in the system indicated by the HPLC pump was
etween 15 and 23 bars. The elevated temperature for PHWE was
aintained by a HP5890 GC oven (Hewlett-Packard, CA, USA). And
CLIC miniature back pressure regulator (Switzerland) was used to
ontrol the outlet flow. Generally 0.25 g of the powdered and dried
. farfara was weighed directly in to a 50 mL plastic tube and mixed
horoughly with around 15 mL sand. The mixture was then trans-
erred to the extraction cell, whose ends were filled with cotton.
he cell was pre-filled with extraction solvent to check the possible
eakage before setting the temperature to a certain value.

The extraction efficiency was investigated with extractions at
arious temperatures of 60 ◦C, 80 ◦C, 100 ◦C and 120 ◦C for 40 min.
he extract collected was rota-evaporated or heated to less than
0 mL, followed by being transferred to a 50 mL volumetric flask.
he kinetic study of PHWE was performed by collecting extracts at
n interval of 10 min over a period of 80 min. In between runs, the
ystem was washed with methanol in water (1:1) for 5 min.

.3.3. Heating under reflux
Powdered air-dried T. farfara flowers (1 g) were placed in a

50 mL round bottom flask with 60 mL of solvent. 1 M of HCl was
dded such that the pH of the resulting solution fell to around 2–3.
condenser was fitted to prevent solvent loss from occurring and

he mixture was refluxed for 60 min. The mixture was cleaned up
n the same way as described in MAE section.

.4. LC and LC/ESI-MS analyses of MAE extracts

HPLC analyses were performed on an Agilent 1100 HPLC instru-
ent (Waldbronn, Germany) coupled to binary gradient pump,

utosampler, column oven, and diode array detector. Detection
avelength was set at 220 nm.

For the analysis of MAE extracts by HPLC, the samples were sep-
rated on a Waters Xterra C18 column (5 �m, 3.9 mm×150 mm,
SA). The gradient elution involved a mobile phase consisting of (A)
.1% formic acid in 20 mM ammonium acetate and (B) 0.1% formic
cid in acetonitrile. The initial condition was set at 10% B, gradi-
nt up to 40% B in 20 min before returning to initial conditions for
0 min. The oven temperature was set at 40 ◦C and flow rate was set
t 0.7 mL/min. For all experiments, volumes of 10 �L of the diluted
tandards and samples were injected.

For LC/ESI-MS analysis, the system comprised of an Agilent 1100
eries (Waldbronn, Germany) binary gradient pump, autosampler,
olumn oven, diode array detector and a LCQ-Duo ion trap mass
pectrometer (ThermoFinnigan, San Jose, CA, USA).

ESI-MS was performed in the positive mode. The LCQ mass spec-
rometer was operated with the capillary temperature at 270 ◦C,
heath gas at 80 (arbitrary units) and auxillary gas at 20 (arbitrary
nits). The target was fixed at 2×107 ions and the automatic gain
ontrol was turned on. The electrospray voltage was set at 4.5 kV,
he capillary voltage at 10 V and lens tube offset at 0 V. Mass spectra

ere recorded from m/z 100–800.

The ESI-MS spectrum was acquired in the positive mode. The
nstrument was operated in the selected ion monitoring (SIM)

ode, where m/z of 336, m/z of 366 and m/z of 230 were isolated.
he product ions from 100 to 800 were collected. The heated capil-
(2009) 539–546 541

lary temperature was maintained at 350 ◦C, the flow rate of drying
gas was set at 10 L/min and the pressure of nebulizer nitrogen gas
was 50 psi, respectively. The target was set at 30,000, maximum
accumulation time: 300 ms, the number of average scans was 5
spectra/s and Smart-SelectTM was used.

Linearities for PAs were established between 5 mg/L and
200 mg/L (correlation coefficient≥0.99). S/N was at least 3 for peak
identification. To quantify the two compounds in the medicinal
herb, a three-point calibration based on the linearity established
was used. The R.S.D.s (n = 6) for senkirkine and senecionine were
found to be less than 5% on different days.

2.5. LC/ESI-MS analyses of PHWE extracts

For LC/ESI-MS analyses of PHWE extracts, the gradient elution
consisted of mobile phase of (A) 30 mM ammonium formate with
0.1% formic acid and (B) acetonitrile with 0.1% formic acid. The ini-
tial condition was set at 5% B, gradient up to 100% B in 15 min before
returning to initial condition for 10 min. Oven temperature was set
at 50 ◦C and flow rate was set at 0.2 mL/min. For all experiments,
5 �L of standards and sample extracts were injected. The column
used for separation was Luna 3u C18 (2) 100A, 100 mm×2.0 mm
(Phenomenex, Torrance, CA, USA). All the conditions for ESI-MS
were the same as mentioned above. Linearitis of PAs were estab-
lished between 10 �g/L and 200 �g/L for LC/MS with correlation
coefficients of r2 ≥0.99. And the three-point calibration based on
the linearity established was used to quantify the two compounds
in the medicinal herb. The R.S.D.s (n = 6) for senkirkine and senecio-
nine was found to vary from 0.6% to 5.4% on different days.

3. Results and discussions

3.1. HPLC analysis for MAE

3.1.1. HPLC analysis with UV detector
The optimized separation conditions were applied to the MAE

extracts of T. farfara. The content of senkirkine in samples of T. farfara
was found to be present from 19.5 ppm to 46.6 ppm. For senecio-
nine, it was either not detected or present in less than 1 ppm [8].
From the chromatograms obtained, co-eluting peaks were observed
with the analyte, senkirkine, before any clean-up step was per-
formed (Fig. 2A). In order to determine the amounts of PAs present
in the plant extract, a clean-up step to remove co-eluting sub-
stances was performed to quantitate senkirkine accurately (Fig. 2B).
Based on other reports, a clean-up step with solid phase extrac-
tion with diol or cation exchange cartridges was used [8,28–29]. For
the current work, we used a liquid–liquid extraction clean-up step
as reported earlier [12]. To check if the co-eluting peaks had been
removed efficiently, UV spectra (not shown) were obtained for the
senkirkine peak in the botanical extract and compared against that
obtained using a standard. From the UV spectra obtained, it can be
seen that the clean-up step has effectively removed the co-eluting
components as the UV spectrum of the peak from the sample closely
resembles that of the UV spectrum of the peak from the standard.

3.1.2. Optimization of MAE
As the pyrrolizidine alkaloids exist mainly in basic form, the

alkaloids are usually extracted in acidified solution with weak acids
such as acetic acid or other strong acids [8,12,28,29]. For the cur-
rent work, two different acids, acetic acid and HCl in MeOH:H2O
(1:1) were tested with MAE under the identical experimental con-

ditions. From the results obtained in Fig. 3A, it can be seen that
extraction using HCl gives better extraction efficiency. Hence, all
further extractions were done using solution acidified with HCl.

The amount of microwave radiation absorbed is dependant on
the dielectric constants of the solvents used. For the extraction of
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Table 1
Comparison of MAE with heating under reflux for the analysis of senkirkine in Tussilago farfara by LC with UV detection.

Comparison between heating under reflux and MAE on 2 days Heating under reflux (n = 2) MAE (n = 3)

S n± S.D

S ± 4.2
S 5 ± 0.

m
t
t
s
e
i
c
a
u
i
T
v
t
[

s
t
s

F
a

enkirkine (�g/g) Mea

enkirkine 94.0
enkirkine 118.

arker compounds in T. farfara, it was reported that a binary mix-
ure of MeOH:H2O (1:1) gave better extraction efficiency compared
o using purely just water or methanol itself [8]. Two different
olvent types namely MeOH:H2O (1:1) and EtOH:H2O (1:1) were
valuated under the same experimental conditions. From the result
n Fig. 3B, MeOH:H2O (1:1) was able to give better extraction effi-
iency. Hence, MeOH:H2O (1:1) acidified with HCl was selected for
ll further works. Although the use of a closed vessel allowed the
se of temperatures above the boiling point of the solvent, the boil-

ng point of the binary mixture was chosen for the current work.
his is to prevent any buildup of excessive vapor pressure in the
essel. An extraction time of 15 min was selected as it was reported
hat extraction using MAE could be completed in less than 15 min

16,30–33].

To determine the extraction efficiency of MAE, the amount of
enkirkine present in the same medicinal plant was compared with
hat obtained by heating under reflux. From Table 1, the amount of
enkirkine in the medicinal plant extracted by MAE was compara-

ig. 2. Chromatogram of Tussilago farfara extract (A) before clean-up step, and (B)
fter clean-up step. Running conditions are as stated above.
. R.S.D. (%) Mean± S.D. R.S.D. (%)

4.50 111.7 ± 11.3 9.66
04 0.04 123.6 ± 3.57 3.05

ble to that obtained by heating under reflux. This shows that the
conditions such as the extraction temperature and time of extrac-
tion for MAE were optimal. The recovery of the clean-up step using
liquid–liquid extraction was found to be 103.1±3.7% (n = 3).

Taking into account the number of steps in the proposed proce-
dures, sample size used and the non-homogeneity of the medicinal
plant samples, the method precision for the current work was
comparable with other reports for the determination of marker or
bioactive compounds in medicinal plants by LC with UV detection
[34–37].

The main reasons for the enhanced performance when using
MAE over reflux extraction are the higher solubility of analytes in
solvent and higher diffusion rates as a result of a more homoge-
nous heating due to the principle of microwave heating. A more
homogenous heating resulted in the strong solute-matrix interac-
tion caused by van der Waals forces, hydrogen bonding and dipole
attractions between solute molecules and active sites on the matrix
to be disrupted.

3.1.3. LC/ESI-MS analyses for MAE

For the positive ion ESI experiments, senkirkine and senecionine

showed a very high tendency to form [M+H]+ at 366.3 and 336.2
respectively. The two compounds were injected into the ESI/MS sys-
tem and then fragmented in the ion trap up to MS2 or MS3 using the
collision induced dissociation (CID). The advantage of multistage

Fig. 3. Effect of different acids and solvents on microwave-assisted extraction for
senkirkine using: (A) different acids with MeOH:H2O (1:1) as solvent, and (B)
MeOH:H2O (1:1) and EtOH:H2O (1:1) as solvents with HCl. Values expressed as
means± S.D. (n = 2).
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Fig. 4. MS2 fragmentation pattern of (A) senkirkine, (B) s

S is that further fragmentation can be induced when significant
ragmentation pattern cannot be observed from the ESI/MS2 spec-
ra. This can be seen for baicalin in Scutellariae radix and Salvinorin
in Salvia divinorum where significant fragmentation pattern was
ot observed with the MS2 spectra and MS3 was required to gener-
te characteristic fragmentation pattern [38,39]. As seen from each
ragmentation pathways in Fig. 4, the main losses were water and
arbon monoxide. The losses of H2O and CO have been observed
n the MSn spectra of natural occurring substances such as salvi-
orin A and others [38,40]. The MS/MS experiments of senkirkine
nd senecionine (Fig. 4A–C) provided characteristic fragmentation
ons that were consistent with that of retrosine-type and otonecine-
ype alkaloids [28,41]. The otonecine-type PA, senkirkine, showed
haracteristic fragment ions at m/z 150, and 168. The retronecine-
ype PA, senecionine, showed characteristic fragment ions at m/z
38 and 120. The fragmentation pathways for both senkirkine and

enecionine were consistent with other reports [28,41].

For senkirkine, only MS2 spectra was collected as the abundance
f daughter ions at m/z 347.9 [MH−H2O]+ and 338.0 [MH−CO]+

ere low. The selection of lower m/z for MS3 did not give use-
ul information. Thus, further fragmentation was not done for
nine, and (C) MS3 fragmentation pattern of senecionine.

senkirkine. As for senecionine, the abundance of daughter ion at
m/z 308.0 [MH−CO]+ was high. From Fig. 4B and C, it can be seen
that the daughter ions at m/z 119.9 decreased while other ions at
m/z 137.9 and m/z 152.9 increased. Although both senkirkine and
senecionine have similar chemical structures, the fragmentation
patterns can differ significantly. Finally, the characteristic fragmen-
tation patterns for both senkirkine and senecionine are required
for the rapid identification of unknown compounds in botanical
extracts with reference to pure standards.

For the determination of aristolochic acids in multi-components
herbal remedies, a method without any clean-up or concentration
steps with LC/MS2 had been developed [42]. To the authors’ best
knowledge, reports on the use of LC/MS for identification of tar-
get compounds in the presence of co-eluting peaks in botanical
extracts are rather limited. As seen in Fig. 2A and B, when HPLC
was used, long and tedious clean-up step had to be employed to

remove co-eluting peaks before senkirkine could be detected. How-
ever, by using LC/MS in the SRM mode where ions of m/z of 336 and
366 were isolated and detected, trace component senecionine as
well as senkirkine could be detected successfully without the use
of any clean-up step (Fig. 5). Despite the presence of co-eluting
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Table 2
Comparison of MAE between heating under reflux and PHWE between heating under reflux.

Conc. of alkaloids on 2 days (�g/g) Comparison between MAE and heating under reflux Comparison between PHWE and heating under reflux

MAE (n = 3) Heating under reflux (n = 2) PHWE (n = 6) Heating under reflux (n = 2)

Mean± S.D. R.S.D. (%) Mean± S.D. R.S.D. (%) Mean± S.D. R.S.D. (%) Mean± S.D. R.S.D. (%)

S 7.1
S 0.04
S 8.3
S 0.15
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3.3. Matrix-induced interference

Ion suppression is one form of matrix effect that is a major con-
cern in LC/MS techniques. It is typically observed in sample extracts
from biological samples and is most possibly caused by the high
enkirkine (Day 1) 102.2 ± 10.6 10.4 109.6 ±
enecionine (Day 1) 2.16 ± 0.08 3.7 2.65 ±
enkirkine (Day 2) 112.8 ± 11.5 10.2 118.6 ±
enecionine (Day 2) 2.57 ± 0.12 4.7 2.76 ±

eaks and possible ion suppression, the presence of low level of
enecionine in the extract can be detected confidently. This shows
hat the proposed method using LC/MS was sensitive and selective.
rom Table 2, we can see that the comparable extraction efficiency
as obtained between MAE and heating under reflux extraction.

he limits of detection (LODs) and limits of quantitation (LOQs)
f the MAE method developed were found to be 0.26 �g/g and
.32 �g/g, 0.47 �g/g and 1.80 �g/g for senkirkine and senecionine
espectively.

.2. HPLC analysis for PHWE

.2.1. LC/ESI-MS analysis for PHWE
A LC/ESI-MS method without the use of splitting was used for the

nalysis of senkirkine and senecionine in the herbal medicine. Lin-
arities for senkirkine and senecionine were established between
0 �g/L and 200 �g/L (correlation coefficient≥0.99). The relative
tandard deviation (R.S.D.) values of the peak heights for senkirkine
nd senecionine were observed to vary from 0.6% to 5.4% and 3.0%
o 4.2% (n = 6) respectively on different days.

.2.2. Optimization of PHWE
The main parameters that can affect the extraction efficiency

f PHWE are pressure, temperature, extraction time and addition
f organic modifiers [21,43,44]. Generally, the pressure has little

ffect on the extraction efficiency since it is only for maintaining the
xtraction solvent in liquid state at elevated temperature [45–47].
or the current work, the optimal extraction solvent in MAE was
lso used in PHWE. As a result, temperature and extraction time
ere the main parameters considered. Since the physicochemical

ig. 5. (A) Total ion chromatogram (TIC) of Tussilago farfara extract before clean-up
tep. (B) Extracted ion chromatogram (EIC) of senecionine observed at m/z 336 and
C) EIC of senkirkine observed at m/z 366.
6.5 85.28 ± 5.00 5.9 84.78 ± 3.14 3.7
1.5 3.20 ± 0.19 5.9 3.05 ± 0.04 1.3
7.0 80.95 ± 2.45 4.0 84.70 ± 3.73 5.8
5.4 3.18 ± 0.16 5.0 3.30 ± 0.18 5.5

properties of water such as viscosity, surface tension, diffusibility,
and solvent strength could be changed at elevated temperature,
they could affect the solubility of the target compound in water.
Since significant changes in the extraction efficiency from 60 ◦C to
120 ◦C were not observed in Fig. 6, a temperature of 60 ◦C was cho-
sen as the optimized temperature. Fig. 7 shows that most of the
main PA, senkirkine, was extracted out after 50 min, while most of
senecionie was extracted out after 20 min. As a result, 50 min was
selected as the optimal extraction time.

The extraction efficiencies of pyrrolizidine alkaloids in T. farfara
by PHWE were found to be comparable with heating under reflux
extraction (Table 2). The method precision (R.S.D.) was found to
vary from 4.0% to 5.9%. The LODs and LOQs of the PHWE method
established were found to be 1.04 �g/g and 5.29 �g/g, 0.72 �g/g and
2.86 �g/g for senkirkine and senecionine respectively. From Table 2,
we can also see that there are some differences between the two
sets of results for heating under reflux extractions. This might be
due to the batch to batch variation.
Fig. 6. Effect of different extraction temperatures on the recoveries of (A) senecio-
nine and (B) senkirkine by PHWE (n = 3) with flow rate: 1.5 mL/min for 40 min.
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ig. 7. Effect of extraction time on the recoveries of senecionine and senkirkine by
HWE.

oncentration of nonvolatile materials present in the spray with the
nalyte. Any co-eluting nonvolatile solute such as salts may cause
he suppression of ionization, giving rise to irreproducible results.
on pairing agents, surface activities of the analyte and interfering
ompounds may also play an important role in ionization suppres-
ion [48]. Modifying instrumental components and parameters,
hromatographic separation and sample preparation are strategies
o reduce or eliminate ion suppression. Various calibration meth-
ds can be applied to compensating this effect. Standard addition
s an effective method and is able to give good results even with
ariable matrices [49]. For the analysis of naturally occurring sub-
tances in botanical extracts, the effect of ion suppression was often
ot investigated [50–54]. As for the analysis of Toosendanin in the
otanical extracts carried out using external standard calibration,
he effect of matrix induced interference was investigated and sig-
ificant ion suppression was not observed [55]. For plant analysis,
tandard addition experiments remained to be the most effective
ethod for the evaluation of ion suppression in LC/MS. From the

hromatograms obtained in Fig. 2B, the presence of senkirkine
as confirmed by the retention time and the UV spectra with

he standard compounds. The effect of ion suppression or matrix-
nduced interference in the botanical extracts was investigated
sing the standard addition method. For extracts obtained from
AE, the internal standard calibration plot (y = 0.0024x−0.035,
= 0.0031x + 0.075) and the standard addition (with the use of inter-
al standard) plot (y = 0.0025x + 0.1831, y = 0.0031x + 0.4857) were
ssentially parallel for both senecionine and senkirkine respec-
ively. For extracts obtained from PHWE, the external standard
alibration plot (y = 4321.1x−7089.6, y = 2774.9x−4978.7) and the
tandard addition (without the use of internal standard) plot
y = 4112x + 97678, y = 2986.7x + 122142) were also essentially par-
llel for both senecionine and senkirkine. Hence, it can be deduced
hat without the use of any sample clean-up steps, significant ion
uppression was not present even for the analysis of low level of
enecionine in the plant extract.

. Conclusions

In this work, both the combination of MAE and PHWE with
C/MS allow for the simple, rapid isolation and quantification of

he major and the minor pyrrolizidine alkaloids in T. farfara. Using
C/MSn, characteristic fragmentation pattern for both senkirkine
nd senecionine were obtained and can be used for the rapid
dentification of unknown compounds in botanical extracts with
eference to a pure standard. Accompanied with the use of internal

[
[
[
[
[
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and external standard calibration, significant matrix-induced inter-
ferences or ion suppression in the presence of co-eluting peaks was
not observed. As a result, the MAE and PHWE methods proposed
in this work could be alternatives for the extraction of bioactive or
marker compounds in medical plants.
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a b s t r a c t

A chelate resin immobilizing carboxymethylated pentaethylenehexamine (CM-PEHA resin) was prepared,
and the potential for the separation and preconcentration of trace elements in water samples was evalu-
ated through the adsorption/elution test for 62 elements. The CM-PEHA resin could quantitatively recover
various elements, including Ag, Cd, Co, Cu, Fe, Ni, Pb, Ti, U, and Zn, and rare earth elements over a wide
pH range, and also Mn at pH above 5 and V and Mo at pH below 7. This resin could also effectively remove
eywords:
olid phase extraction
helate resin
arboxymethylated
entaethylenehexamine
eparation and preconcentration

major elements, such as alkali and alkaline earth elements, under acidic and neutral conditions. Solid
phase extraction using the CM-PEHA resin was applicable to the determination of 10 trace elements, Cd,
Co, Cu, Fe, Mn, Mo, Ni, Pb, V, and Zn, in certified reference materials (EnviroMAT EU-L-1 wastewater and
ES-L-1 ground water) and treated wastewater and all elements except for Mn in surface seawater using
inductively coupled plasma atomic emission spectrometry. The detection limits, defined as 3 times the
standard deviation for the procedural blank using 500 mL of purified water (50-fold preconcentration,

�g L−
race elements n = 8), ranged from 0.003

. Introduction

An evaluation of trace elements in treated wastewater and envi-
onmental water has value from the viewpoint of protecting and
anaging the environment as well as understanding the distribu-

ion of trace elements in the environment. For the determination
f trace elements in water samples, inductively coupled plasma
tomic emission spectrometry (ICP-AES) and inductively coupled
lasma mass spectrometry (ICP-MS) are widely utilized because
ulti-elemental determination can be readily achieved. In the

nalyses of real water samples, such as treated wastewater and
nvironmental water, however, large amounts of alkali and alka-
ine earth elements are often abundant and sometimes interfere

ith the determination of trace elements. In addition, ICP-AES has
n insufficient detection power for some elements for the analyses

f real water samples. To overcome these problems, the combina-
ion of a separation and preconcentration technique with ICP-AES
nd ICP-MS is useful.

∗ Corresponding author. Tel.: +81 76 445 6865; fax: +81 76 445 6703.
E-mail address: kagaya@eng.u-toyama.ac.jp (S. Kagaya).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.016
1 (Mn) to 0.28 �g L−1 (Zn) as the concentration in 500 mL of solution.
© 2009 Elsevier B.V. All rights reserved.

The separation and preconcentration technique must effectively
remove alkali and alkaline earth elements and concentrate targeted
trace elements within detectable levels. Among the various separa-
tion and preconcentration techniques proposed up to now, a solid
phase extraction using a chelate resin is one of the most practi-
cal ways to satisfy these requirements [1–5]; a variety of chelate
resins have been studied from the viewpoint of the effective and/or
selective adsorption of elements. The functional group immobilized
on a chelate resin generally dominates the adsorption behavior of
elements. Aminocarboxylic acids, such as iminodiacetic acid (IDA)
[6–21], nitrirotriacetic acid (NTA) [20,22–29], ethylenediaminete-
traacetic acid (EDTA) [30–32], diethylenetriaminepentaacetic acid
(DTPA) [21,31–33], and triethylenetetraminehexaacetic acid (TTHA)
[34], are the most popular functional groups for solid phase
extraction. Chelate resins immobilizing IDA, such as Chelex 100
[6–13], Lewatit TP-207 [13], Muromac A-1 [14,15], and Toyopearl
AF-Chelate 650 M [16], and those immobilizing NTA, such as
NTA Superflow [28,29], are commercially available. Since the

aminocarboxylic acid-type chelate resin can adsorb many elements
simultaneously, solid phase extraction using these chelate resins
is conveniently used for the separation and preconcentration of
elements prior to their ICP-AES and ICP-MS determination. How-
ever, such aminocarboxylic acid-type chelate resins suffer at least
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ne serious disadvantage; alkaline earth elements, such as Mg and
a, are significantly adsorbed even under weakly acidic conditions.
herefore, a washing process using a solution in which the pH is
djusted to appropriate values is needed after the adsorption of
lements. Recently, a NOBIAS Chelate-PA1, in which both ethylene-
iaminetriacetic acid and IDA are introduced as functional groups
n a hydrophilic methacrylate resin, has become commercially
vailable and has been applied to the separation and preconcen-
ration of some trace elements, including Al, Cd, Co, Cu, Fe, Mn, Mo,
i, Pb, Ti, U, and Zn [35–39]. It is noteworthy that NOBIAS Chelate-
A1 can remove considerable amounts of alkaline earth elements,
uch as Mg and Ca, at pH below 7 [36–39]. This exclusion ability for
lkaline earth elements is attractive to the analyses of real water
amples, particularly, treated wastewater and seawater, although
he exclusion mechanism is not clear.

We studied a new aminocarboxylic acid-type chelate resin that
an successfully remove major elements, such as alkali and alka-
ine earth elements, and effectively concentrate trace elements.
he stability constant for a complex of a transition element with
minocarboxylic acid, including IDA, EDTA, DTPA, and TTHA, gen-
rally increases with increasing the number of ethyleneamine
nits in aminocarboxylic acids; IDA < EDTA < DTPA < TTHA [40]. The
ifference between the stability constant of Mg or Ca and that
f other elements, such as Cd, Co, Cu, Fe, Ni, Pb, and Zn, also

ncrease in that order. This information suggests that the use of
olyaminocarboxylic acid as a functional group on a chelate resin
ossibly expands the range of pH within which trace elements
an be effectively separated from major elements, such as alka-
ine earth elements, in treated wastewater and environmental

Fig. 1. Preparation scheme
9 (2009) 146–152 147

water. In this work, we prepared a new chelate resin immobiliz-
ing carboxymethylated pentaethylenehexamine (CM-PEHA resin)
and found that the CM-PEHA resin is superior. The potential of CM-
PEHA resin is comparable to that of NOBIAS Chelate-PA1 [35–39]
for the exclusion of major elements and the concentration of trace
elements. We here report the usefulness of the CM-PEHA resin
to separate and concentrate trace elements in water samples. The
results for the application of solid phase extraction using the CM-
PEHA resin to analyze certified reference materials and some real
water samples are also described.

2. Experimental

2.1. Apparatus

A Beckman Coulter Multisizer 3 Coulter Counter was used for
measuring the particle size distribution of resin. The specific surface
area and average pore diameter of the resin were measured using a
Beckman Coulter SA3100 Surface Area Analyzer. Elemental analysis
was carried out using a PerkinElmer 2400 Series II CHNS/O Elemen-
tal Analyzer System. Nuclear magnetic resonance (NMR) analysis
was carried out using a JEOL JNM-�400. A PerkinElmer Optima
3000 DV inductively coupled plasma atomic emission spectrom-
eter, equipped with a cross-flow nebulizer and a Scott-type spray

chamber, and a Hitachi 180-80 polarized Zeeman atomic absorp-
tion spectrometer (flame-type) were used for the measurements
of elements. The pH measurement was carried out using a Horiba
F-22 pH meter. For the separation of the CM-PEHA resin in batch
experiments, a Kubota Model 5400 centrifuge was used.

of CM-PEHA resin.
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ammonium acetate was added, and the pH of the sample solution
was then adjusted to 4.0 (for the surface seawater sample) or 5.5
(for certified reference materials and the treated wastewater sam-
ple) with aqueous ammonia using a pH meter. The sample solution
was passed through the reservoir-packed CM-PEHA resin (0.25 g

Table 1
Operating conditions for ICP-AES.

Radio frequency output 1.3 (kW)
Argon gas flow rate

Plasma gas 15 (L min−1)
Auxiliary gas 0.5 (L min−1)
Nebulizing gas 0.8 (L min−1)

Pump parameter
48 S. Kagaya et al. / Ta

.2. Reagents

For the preparation of the CM-PEHA resin, most reagents were
urchased from Wako Pure Chemical Industries; all reagents were
tilized without any further purification. Glycidylmethacrylate
GMA) and ethyleneglycoldimethacrylate (EGDM, Tokyo Chemical
ndustry) were used as a functional monomer and a cross-linker,
espectively. Butylacetate (BuOAc) was chosen as an inert diluent
or pore generation. As an initiator of radical polymerization, 2,2-
zobis(isobutyronitrile) (AIBN) was utilized. Poly(vinyl alcohol) 500
PVA) was used as a suspension stabilizer. Pentaethylenehexam-
ne (PEHA) and sodium monochloroacetate were also used for the
ntroduction of functional groups.

For the adsorption/elution study of elements, purified water
18.2 M� cm) obtained by a Millipore Simplicity UV was used. The
ommercially available ICP multi-element standard solution XVI
100 mg L−1 each of As, Be, Cd, Ca, Cr, Co, Cu, Fe, Li, Mg, Mn, Mo,
i, Pb, Sb, Se, Sr, Tl, Ti, V, and Zn, Merck) and the PlasmaCAL multi-
lement standard (100 mg L−1 each of Ce, Dy, Er, Eu, Gd, Ho, Lu,
d, Pr, Sm, Tb, Tm, U, Y, and Yb, SCP Science) were used. For the
ther elements, single-element stock solutions (1000 mg L−1) were
urchased from Acros Organics (Ir, Re Ru, and Hf) and Kanto Chem-

cal (all others). These standard and stock solutions were diluted
o a desired concentration in each experiment. For the estimation
f the adsorption capacity, Mn(NO3)2·6H2O (guaranteed reagent
rade (GR), Wako Pure Chemical Industries), Cu(NO3)2·3H2O (GR,
anto Chemical), Y(NO3)3·6H2O (99.99%, Kanto Chemical), and

NH4)6Mo7O24·4H2O (GR, Wako Pure Chemical Industries) were
sed. The other reagents, including nitric acid, ammonium acetate,
queous ammonia, and methanol, were of guaranteed or analytical
eagent grade.

.3. Preparation of CM-PEHA resin

The preparation scheme of CM-PEHA resin is shown in Fig. 1;
M-PEHA resin was prepared in 3 steps as follows.

.3.1. Preparation of methacrylate resin
A methacrylate resin was first prepared by a suspension copoly-

erization of GMA and EGDM. A 1.0 g of AIBN was added to a
ixture of 30 g of GMA, 70 g of EGDM, and 100 g of BuOAc. The
ixture was added to 1000 mL of an aqueous solution dissolving 1 g

f PVA. After the mixture was suspended with stirring at 400 rpm,
he copolymerization of GMA and EGDM was performed at 70 ◦C
or 7 h with stirring at 250 rpm. After cooling at room temperature,
he obtained resin was washed with deionized water and methanol
nd then dried. The resin was classified at 45–90 �m of particle size
y sieving.

.3.2. Immobilization of PEHA on methacrylate resin
The methacrylate resin (20 g) was added to a mixture of 40 g of

EHA and 150 mL of deionized water. The suspension was stirred
t 250 rpm for 20 h at 50 ◦C to immobilize PEHA on the resin. After
ooling at room temperature, PEHA-immobilized resin (PEHA resin)
as washed with deionized water and methanol.

.3.3. Carboxymethylation of PEHA resin
All of the PEHA resin obtained by the reaction mentioned above

as added to a solution prepared by dissolving 20 g of sodium
hloroacetate in 200 mL of a 1 mol L−1 sodium hydroxide solution.

he primary and secondary amines in PEHA on the resin were
arboxymethylated at 50 ◦C for 6 h with stirring at 250 rpm. After
ooling at room temperature, the CM-PEHA resin was washed with
eionized water, methanol, and 1 mol L−1 nitric acid and was dried

n vacuo.
9 (2009) 146–152

2.4. Adsorption behavior of elements

The CM-PEHA resin (0.25 g as dry weight) was packed in 6 mL of
a reservoir for solid phase extraction (Bond Elut Reservoir, Varian).
The CM-PEHA resin was conditioned by passing 5 mL of methanol,
10 mL of 3 mol L−1 nitric acid, 20 mL of purified water, and 10 mL
of a 0.1 mol L−1 ammonium acetate solution through the reser-
voir, in this order. The test solution (100 mL), which was prepared
by adding a single element or several elements (10 �g each) to
a 5 mmol L−1 ammonium acetate solution and adjusting the pH
with nitric acid or aqueous ammonia, was then passed through
the reservoir at a flow rate of 3 mL min−1. After the CM-PEHA
resin was washed using 20 mL of purified water, the adsorbed ele-
ments were eluted by passing 3 mL of 3 mol L−1 nitric acid and then
3 mL of purified water though the reservoir-packed CM-PEHA resin.
The eluate was diluted to 10 mL with purified water, and the ele-
ments in the solution were determined by ICP-AES or flame atomic
absorption spectrometry. The recovery of each element was cal-
culated on the basis of the ratio of the amount of the element in
the solution after adsorption/elution to that in the initial sample
solution.

To investigate the adsorption capacity, the pH of the solution
containing 5 mmol L−1 of Mn, Cu, Mo, or Y and 5 mmol L−1 of ammo-
nium acetate was adjusted to 5.5 with nitric acid and aqueous
ammonia. The CM-PEHA resin (0.10 g as dry weight) was added
to 100 mL of the solution and then stirred at room temperature
for 3 h. After the CM-PEHA resin was centrifuged at 3500 rpm for
5 min, the element in the supernatant solution was determined by
ICP-AES. The adsorption capacity for each element was estimated
on the basis of the decreased amount of the element in the solution.

2.5. Determination of trace elements in water samples

As the sample solution, treated wastewater in a wastewater
treatment plant (Toyama Prefecture, Japan) was used; the sample
solution was digested with nitric acid on heating [41] before use. A
surface seawater sample, which was sampled at Iwase Port (Toyama
Prefecture, Japan), was filtered through a membrane filter (Omni-
pore Membrane, Nihon Millipore, 0.45 �m of pore size), and the
pH in the filtrate was adjusted to approximately 1 with nitric acid
as soon as possible. For the recovery tests, 5 �g of Cd, Co, Cu, Fe,
Mn, Mo, Ni, Pb, V, and Zn was spiked to an appropriate volume of
the sample solution. Certified reference materials, EnrivoMAT EU-
L-1 wastewater and ES-L-1 ground water (SCP Science), were also
used to validate the solid phase extraction using the CM-PEHA resin
combined with ICP-AES determination.

To 100–500 mL of the sample solution, 5–25 mL of 0.1 mol L−1
Sample flush time 10 (s)
Sample flush flow rate 4.0 (mL min−1)
Sample flow rate 1.5 (mL min−1)

Read delay time 30 (s)
Reading time Auto (minimum 0.01 s–maximum 20 s)
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Table 2
Analytical wavelengths and ranges and correlation coefficients (R2) of calibration
curves for elements.

Element Analytical wavelength (nm) Calibration curve

Rangea/�g in 10 mL R2

Cd 228.802 0.05–10 0.999
Co 230.786 0.05–10 0.999
Cu 327.393 0.5–10 0.999
Fe 238.204 0.1–10 0.999
Mn 257.610 0.01–10 0.999
Mo 202.031 0.5–10 0.999
Ni 231.604 0.05–10 0.999
Pb 220.353 0.1–10 0.999
V 309.310 0.05–10 0.999
Z

s

a
c
w
C
A
t
a
u
s
r
s

3

3

i
s
e
%
b

F
A

n 206.200 0.5–10 0.997

a Amount in final solution (10 mL) after solid phase extraction using 100 mL of
olution.

s dry weight) at a flow rate of 5 mL min−1 so that some elements
ould be adsorbed on the CM-PEHA resin. The adsorbed elements
ere eluted in the manner mentioned above. The 10 elements (Cd,
o, Cu, Fe, Mn, Mo, Ni, Pb, V, and Zn) were determined by ICP-
ES under the operating conditions summarized in Tables 1 and 2;

he emission intensities of the elements were measured in the
xial view mode. Solutions for calibration curves were prepared
sing 100 mL of purified water spiked with the 10 elements in the
ame manner as for the sample solution. A blank test was also car-
ied out using purified water at the same volume of the sample
olution.

. Results and discussion

.1. Characteristics of the CM-PEHA resin

The methacrylate resin prepared by suspension copolymer-

zation has a satisfactory-spherical shape with a macro-porous
tructure, which was confirmed using both optical and scanning
lectron microscopy. The median diameter based on the volume
size distribution was 70.9 �m after classification at 45–90 �m

y sieving; the distribution, D75/D25, was 1.33. The specific surface

ig. 2. Effect of pH on the recoveries of various trace elements.
dsorption: sample volume 100 mL; element, 10 �g; flow rate, 3 mL min−1. Elution: 3 mo
9 (2009) 146–152 149

area and average pore diameter for the resin were 200 m2 g−1 and
10.9 nm, respectively.

The result of the elemental analysis of the CM-PEHA resin was as
follows: C, 52.08; H, 7.72; N, 4.71%. The N content in the CM-PEHA
resin calculated from the result was 3.4 mmol g−1, correspond-
ing to 0.56 mmol g−1 as PEHA. PEHA can exist in some types of
isomers, including linear and branched structures; these isomers
are probably also contained in commercially available PEHA [42].
When an aqueous solution containing PEHA was titrated with
hydrochloric acid, well-defined inflection points were not observed
in the titration curve. This result suggests that the pKa values of
PEHA are closely spaced due to the presence of some types of
isomers in the PEHA used for this study [42]. A 13C NMR anal-
ysis of PEHA was carried out as indicated in the literature [43];
the obtained spectrum indicated the presence of tertiary amine as
well as primary and secondary amines in PEHA. One of the pri-
mary or secondary amines in PEHA would react with the epoxide
group on the resin because a large excess of PEHA was added in the
PEHA-immobilization step. The primary and secondary amines in
PEHA immobilized on the resin were carboxymethylated; however,
a part of the amine possibly remained in the primary and secondary
states.

3.2. Adsorption behavior of trace elements

The recoveries of 62 elements on the CM-PEHA resin were inves-
tigated at various pH. The obtained results are shown in Fig. 2.
A chelate resin immobilizing PEHA is available for Cu adsorption
[44,45]; however, the adsorption behavior of the other elements is
not clear. The CM-PEHA resin was able to quantitatively recover
various elements, such as Ti, Fe, Co, Ni, Cu, Zn, Ag, Cd, Pb, rare
earth elements, and U, over a wide pH range. It is interesting to
note that the CM-PEHA resin has excellent affinity to V and Mo,
which are present as oxo anions in the sample solution, under

acidic and neutral conditions. On the other hand, alkali elements,
such as Li, Na, and K, were remarkably excluded at all of the
pH investigated. Alkaline earth elements, such as Mg, Ca, Sr, and
Ba, were also hardly recovered at pH below 7. The recoveries of
large amounts of Na, K, Mg, and Ca were also investigated. When

l L−1 HNO3, 3 mL; final volume, 10 mL.
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ig. 3. Effect of the presence of Ca on the recoveries of Mn and Mo at various pH.
dsorption: sample volume, 100 mL; Mn or Mo, 10 �g; Ca, 0.5 g L−1 (�) or not added

00 mL of the solution containing 1200 mg of Na, 150 mg of Mg,
r 50 mg of K or Ca, which is nearly equal to the amount con-
ained in seawater [46], was passed through the reservoir-packed
M-PEHA resin, the recovered amount at pH 7 was 0.001 mg for
a, 0.002 mg for Mg, less than 0.001 mg for K, and 0.006 mg for
a. The excellent ability for the exclusion of alkali and alkaline
arth elements on the CM-PEHA resin makes it desirable for use
n the separation and preconcentration of trace elements prior to
heir atomic spectroscopic determination because alkali and alka-
ine earth elements are generally present in large quantities in
arious samples and often interfere in atomic spectroscopic deter-
ination.
The adsorption capacities of the CM-PEHA resin for Mn, Cu, Y,

nd Mo, which achieved a quantitative adsorption under almost
eutral conditions (Fig. 2), were then investigated at pH 5.5 in batch
xperiments. The amount of each element remaining in the solution
early reached a constant after stirring for at least 1 h. The amounts
f the elements that can be adsorbed on 1.0 g of CM-PEHA resin
ere estimated at 0.036 mmol (Mn), 0.34 mmol (Cu), 0.046 mmol

Y), and 0.35 mmol (Mo). The adsorption capacity of the CM-PEHA
esin for Cu was larger than that of NOBIAS Chelate-PA1 [36–38].

The performance of the CM-PEHA resin for the separation and

reconcentration of trace elements was comparable to those of
OBIAS Chelate-PA1 [35–39]. These results conclusively demon-

trated that the CM-PEHA resin was useful for the separation and
reconcentration of trace elements for atomic spectrometry.

able 3
lank values and detection limits.

lement Detection limit without
SPEa (�g L−1)

SPE using 100 mLb (n = 8)

Blankc (�g L−1) Detection limitd

(�g L−1)
D
(�

d 0.50 0.078±0.0172 0.052 0
o 0.90 N.D. 0.12 0
u 2.4 N.D. 0.78 0
e 0.23 0.29±0.087 0.26 0
n 0.085 0.095±0.0032 0.010 0
o 2.0 N.D. 0.23 0
i 1.5 N.D. 0.069 0
b 5.2 N.D. 0.31 0

6.0 N.D. 0.18 0
n 0.95 N.D. 0.76 0

.D.: Not detected.
a Three times standard deviation for 1 mol L−1 HNO3 (n = 8).
b Solid phase extraction (SPE) was carried out using 100 mL or 500 mL of purified wate

oncentration or amount in 100 mL or 500 mL of solution.
c Mean± standard deviation.
d Three times standard deviation for procedural blank.
flow rate, 3 mL min−1. Elution: 3 mol L−1 HNO3, 3 mL; final volume, 10 mL.

3.3. Application to water analyses

The solid phase extraction using the CM-PEHA resin was applied
to the separation and preconcentration of trace elements in various
water samples for their ICP-AES determination. In this study, 10
elements (Cd, Co, Cu, Fe, Mn, Mo, Ni, Pb, V, and Zn), which were
efficiently recovered using CM-PEHA resin, were selected as target
elements.

3.3.1. Optimum conditions for the separation and
preconcentration of trace elements

The conditions for the adsorption/elution of 10 elements were
optimized. The effect of the presence of large amounts of Na, K,
Mg, Ca, chloride, and sulfate on the recoveries of the elements was
first investigated in the pH range of 2–10. An appropriate amount
of NaNO3 (12 g L−1 as Na), KNO3 (0.5 g L−1 as K), Mg(NO3)2·6H2O
(1.5 g L−1 as Mg), Ca(NO3)2·4H2O (0.5 g L−1 as Ca), NaCl (20 g L−1

as chloride), or Na2SO4 (1 g L−1 as sulfate) was added to the test
solution. For the adsorption of Cd, Co, Cu, Fe, Ni, Pb, V, and Zn, a
significant influence was not observed using the solution in the pH
range of 3–10, whereas the recoveries of some elements decreased
Mo. The recovery of Mn slightly decreased in the presence of Ca;
similar tendencies were observed in the presence of Na, K, Mg, and
chloride. Mo was quantitatively recovered in the pH range of 2–4.5
when Na, K, Mg, Ca, chloride, or sulfate was present in the solution;

SPE using 500 mLb (n = 8)

etection limitd

g)
Blankc (�g L−1) Detection limitd

(�g L−1)
Detection limitd

(�g)

.005 N.D. 0.009 0.005

.012 N.D. 0.013 0.007

.078 0.10±0.036 0.11 0.055

.026 0.036±0.0118 0.035 0.018

.001 N.D. 0.003 0.001

.023 N.D. 0.069 0.035

.007 N.D. 0.063 0.032

.031 N.D. 0.089 0.044

.018 N.D. 0.087 0.043

.076 0.33±0.092 0.28 0.14

r; final volume was 10 mL (10- or 50-fold preconcentration). Values were given as
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Table 4
Results for determination of 10 elements in certified reference materials.

Element EU-L-1 (wastewater)a (n = 3) ES-L-1 (ground water)b (n = 3)

Foundc (mg L−1) Certified valued (mg L−1) Foundc (mg L−1) Certified valued (mg L−1)

Cd 0.06 ± 0.002 0.06 ± 0.002 0.010 ± 0.00004 0.010±0.001
Co 0.20 ± 0.006 0.20 ± 0.003 0.051 ± 0.0001 0.051±0.001
Cu 0.26 ± 0.008 0.26 ± 0.01 0.021 ± 0.0002 0.020±0.002
Fe 0.10 ± 0.004 0.11 ± 0.01 0.017 ± 0.00004 0.021±0.002
Mn 0.26 ± 0.012 0.30 ± 0.01 0.098 ± 0.0003 0.096±0.003
Mo 0.10 ± 0.004 0.10 ± 0.003 0.010 ± 0.0001 0.011±0.001
Ni 0.20 ± 0.005 0.20 ± 0.004 0.010 ± 0.00002 0.010±0.0004
Pb 0.11 ± 0.005 0.10 ± 0.002 0.005 ± 0.0003 (0.002)e

V 0.11 ± 0.004 0.12 ± 0.004 0.010 ± 0.0001 0.010±0.001
Zn 0.05 ± 0.004 0.06 ± 0.003 0.020 ± 0.0003 0.021±0.001

Solution pH was adjusted to 5.5 for adsorption.
a Sample volume, 100 mL.
b
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proposed method were nearly equal to the certified values. These
results indicate that the solid phase extraction using CM-PEHA resin
combined with ICP-AES determination would be applicable to the
analyses of these water samples.

Table 5
Results for analyses of treated wastewater and surface seawater samples.

Element Treated wastewatera,c (n = 3) Surface seawaterb,c (n = 3)

Found (�g L−1) Recoveryd (%) Foundc (�g L−1) Recoveryd (%)

Cd 0.2±0.02 93 ± 2.9 (0.03±0.004)e 96±1.7
Co <0.033f 92 ± 3.7 (0.02±0.012)e 96±1.5
Cu 1.1±0.13 104 ± 3.5 0.77±0.017 112±3.2
Fe 33±3.3 114 ± 13.8 1.3±0.05 94±3.2
Mn 871±75 64 ± 9.0 –g –g

Mo 458±9.3 98 ± 1.7 7.4±0.07 100±4.5
Ni 11±0.2 101 ± 4.9 0.46±0.017 100±1.8
Pb <0.22f 94 ± 2.7 0.09±0.052 104±2.0
V <0.22f 92 ± 3.1 1.3±0.05 96±2.5
Zn 11±3.1 83 ± 2.1 2.5±0.24 102±2.2

a Sample volume, 200 mL; pH 5.5.
b Sample volume, 300 mL; pH 4.0.
Sample volume, 200 mL.
c Mean± standard deviation.
d Confidence interval at the 95% confidence level.
e The value is not certified; it is listed for information only.

owever, the recovery decreased with increasing the pH to above 5.
hese results indicate that (1) all elements except for Mn could be
ecovered simultaneously from a sample solution containing large
mounts of Na, K, Mg, Ca, chloride, and sulfate, such as surface sea-
ater, at pH below 5; and (2) all 10 elements, including Mn, could

lso be effectively separated and preconcentrated from the other
ample solution in the pH range of 5–7. In this work, the pH was
djusted to pH 4.0 for surface seawater or 5.5 for the other samples.

The effects of the flow rate and the sample volume were then
xamined using the sample solution at pH 5.5. When the flow rate
as varied in the range of 1.5–19 mL min−1, all of the target ele-
ents were recovered at more than 89%. The recoveries of the target

lements were scarcely affected by passing up to 1000 mL of the
ample solution through the reservoir-packed CM-PEHA resin at a
ow rate of 10 mL min−1. From these results, the adsorption of ele-
ents was carried out using 100–500 mL of the sample solution at
flow rate of 5 mL min−1.

For the elution of the adsorbed elements, nitric acid was chosen.
hen 3 mL of 0.1 mol L−1 nitric acid was used, Cd, Mn, and Zn were

uantitatively eluted. However, the recoveries of Co, Fe, Ni, Pb, and V
ere insufficient, and Cu and Mo were hardly eluted under this con-
ition. The recoveries of these elements increased with increasing
he concentration of nitric acid; quantitative elution was achieved
sing 3 mol L−1 nitric acid. All of the target elements were eluted
t almost 100% when more than 2 mL of 3 mol L−1 nitric acid was
sed. In further experiments, 3 mL of 3 mol L−1 nitric acid was used
or the elution of the adsorbed elements.

.3.2. Calibration curves and detection limits
The relationship between the emission intensity of each ele-

ent and the amount of the element was investigated using
00 mL of purified water spiked with the elements. Straight lines
ere obtained for all of the elements over the ranges listed in

able 2; sub-�g L−1 levels of the elements can be determined with
he combined method of solid phase extraction using CM-PEHA
esin with ICP-AES when using 100–500 mL of the sample solu-
ion.

The detection limits in the method proposed here were eval-
ated as 3 times the standard deviation for the procedural blank.
he blank values and the detection limits for 100 mL and 500 mL
f purified water (n = 8) are shown, respectively, in Table 3 as the

oncentrations of the elements in 100 mL and 500 mL of solu-
ion. For Co, Mo, Ni, Pb, and V, the blank values in the final
olution after the solid phase extraction were lower than the
etection limits for ICP-AES without the solid phase extraction,
hich was defined as 3 times the standard deviation (n = 8) for
1 mol L−1 nitric acid (Table 3), whereas significant blanks were
observed for Cd, Cu, Fe, Mn, and Zn. Therefore, a blank test was
carried out using purified water at the same volume of the sam-
ple solution in this work. The detection limits as the absolute
amounts of the elements are also appended in Table 3. A signifi-
cant difference in the amounts for 100 mL and 500 mL of solution
was not observed for the elements, except for Ni, V, and Zn,
for which the amounts for 500 mL of solution were larger than
those for 100 mL. In this work, the detection limits when using
200 mL or 300 mL of the sample solution were estimated on the
basis of those for the procedural blanks using 500 mL of purified
water.

3.3.3. Determination of trace elements in certified reference
materials

To validate the solid phase extraction using CM-PEHA resin in
combination with ICP-AES determination, 10 elements in the certi-
fied reference materials, EU-L-1 and ES-L-1, were determined. The
obtained results are shown in Table 4. The values obtained in the
c Mean± standard deviation.
d 5 �g of each element was added to the solution.
e The result was estimated by the extrapolation of the calibration curve.
f Estimated detection limit for 200 mL of solution.
g Not measured.
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.3.4. Determination of trace elements in treated wastewater and
urface seawater

The target elements in some water samples were determined.
able 5 shows the result for the analysis of treated wastewater
200 mL), which was generated during the treatment of wastewa-
er containing some elements using coagulation and sedimentation
rocess with formation of metal hydroxides. The 6 elements, Cd,
u, Fe, Mo, Ni, and Zn, could be determined. For Co, Pb, and V, the
oncentrations were lower than the detection limits for 200 mL of
olution, which were estimated from the detection limits for 500 mL
f solution in Table 3. The recovery test was also carried out using a
ample solution spiked with 5 �g of the target elements. Although
he recoveries of Mn and Zn were less than 90%, the other elements
ere recovered at 92–114%. For Mn, the low recovery seems to be
ue to the presence of a large amount of Mn in the treated wastewa-
er compared with the spiked amount. The result for the analysis of
urface seawater (300 mL) was also shown in Table 5. All elements
xcept for Mn were detected; the recoveries of the elements from
he spiked sample were within 94–112%.

. Conclusion

The chelate resin immobilizing carboxymethylated pen-
aethylenehexamine shows excellent performance for the sepa-
ation and preconcentration of trace elements in water samples.
M-PEHA resin could effectively remove alkali and alkaline earth
lements and quantitatively concentrate some trace elements such
s Cd, Co, Cu, Fe, Mo, Ni, Pb, V, and Zn even under acidic and
eutral conditions. The solid phase extraction using the CM-
EHA resin was applicable to the analyses of certified reference
aterials and real water samples, such as treated wastewater

nd surface seawater, through the optimization of the adsorp-
ion/elution conditions. This method would contribute to the
eparation and preconcentration of trace elements in various water
amples.
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a b s t r a c t

The coprecipitation method using indium phosphate as a new coprecipitant has been developed for the
separation of trace elements in table salts prior to their determination using inductively coupled plasma
atomic emission spectrometry (ICP-AES). Indium phosphate could quantitatively coprecipitate 27 trace
elements, namely, Be, Ti, Cr, Mn, Fe, Co, Ni, Cu, Zn, Cd, Pb, Sc, Y, La, Ce, Pr, Nd, Sm, Eu, Gd, Tb, Dy, Ho, Er,
Tm, Yb, and Lu, in a table salt solution at pH 10. The rapid coprecipitation technique, in which complete
eywords:
race elements
oprecipitation

ndium phosphate
able salt
nductively coupled plasma atomic
mission spectrometry

recovery of the precipitate was not required in the precipitate-separation process, was completely appli-
cable, and, therefore, the operation for the coprecipitation was quite simple. The coprecipitated elements
could be determined accurately and precisely by ICP-AES using indium as an internal standard element
after dissolution of the precipitate with 5 mL of 1 mol L−1 nitric acid. The detection limits (three times the
standard deviation of the blank values, n = 10) ranged from 0.001 �g (Lu) to 0.11 �g (Zn) in 300 mL of a
10% (w/v) table salt solution. The method proposed here could be applied to the analyses of commercially

available table salts.

. Introduction

Salt takes on an important role as an ingredient of food and a
arrier of food additives and/or nutrients. Evaporative crystalliza-
ion combined with the concentration of seawater by electrodialysis
sing an ion-exchange membrane is a useful technique for table
alt production [1–3]. Since seawater often contains various harm-
ul elements as well as essential elements at a trace or ultra-trace
evel [4], some of these elements may be present in table salt. There-
ore, determining the elements in table salt is significant from the
iewpoints of quality control and food safety.

For the determination of trace elements, inductively coupled
lasma atomic emission spectrometry (ICP-AES) is conveniently
tilized because this method can determine many elements
imultaneously. However, major elements, such as Na and K,
ften interfere with the determination of trace elements in
able salt analysis using ICP-AES. A combination of a separa-
ion technique for trace elements with ICP-AES is a practical
ay to reduce the interference and obtain accurate and precise
esults.
Among a variety of separation techniques proposed so far, copre-

ipitation using inorganic precipitates [5–13] is a useful method for
he separation of trace elements in table salt. For ICP-AES determi-

∗ Corresponding author. Tel.: +81 76 445 6865; fax: +81 76 445 6703.
E-mail address: kagaya@eng.u-toyama.ac.jp (S. Kagaya).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.04.025
© 2009 Elsevier B.V. All rights reserved.

nation, the coprecipitation methods using magnesium hydroxide
[10], hybrid hydroxides of ytterbium, gallium, and magnesium [11],
and yttrium hydroxide [12] have been applied because of the poten-
tials of these methods for the separation of trace elements and
the scarce interference of the coprecipitants for the determination.
However, these coprecipitation methods have some disadvantages,
that is, the cumbersome operation in the precipitate-separation
process due to the fine precipitate [10], the use of large amounts
of carrier elements compared with those in other coprecipita-
tion methods [11], and the restriction of the sample volume,
which is correlated to the amount of table salt used for the
analysis [12].

In this work, we studied a coprecipitation method that is use-
ful for table salt analysis using ICP-AES and found that the method
using indium phosphate, which is a new coprecipitant, was excel-
lent. Indium is well recognized as a suitable carrier element for
ICP-AES because the presence of indium scarcely interfered with
the determination of many elements [14–16]. Indium phosphate
could quantitatively coprecipitate 27 trace elements in 300 mL of a
10% (w/v) table salt solution; the formed precipitate had a good sed-
imentation property. Indium phosphate as a coprecipitant was also
readily applicable to the rapid coprecipitation technique [12,17], in

which complete recovery of the precipitate is not required in the
precipitate-separation process. This paper describes the potential
of the coprecipitation method using indium phosphate for the sepa-
ration of 27 trace elements in table salt prior to their determination
using ICP-AES.
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Table 1
Operating conditions for ICP-AES.

Radio frequency output 1.3 kW

Argon gas flow rate
Plasma gas 15 L min−1

Auxiliary gas 0.5 L min−1

Neblizing gas 0.8 L min−1

Pump parameter
Sample flush time 10 s
Sample flush flow rate 4.0 mL min−1

Sample flow rate 1.2 mL min−1

3.1. Optimization of conditions for the coprecipitation of trace
elements

The effect of the solution pH on the formation of the precipitate
in the solution containing indium and phosphate was first investi-

Table 2
Analytical wavelengths, detection limits, and ranges of calibration curves for
elements.

Element Analytical
wavelength (nm)

Detection limita

(�g in 300 mL)
Range of calibration
curve (�g in 100 mL)

Be 313.107 0.0013 0.005–50
Ti 334.940 0.015 0.05–50
Cr 267.716 0.0050 0.02–50
Mn 257.610 0.014 0.05–50
Fe 239.562 0.061 0.3–50
Co 228.616 0.0082 0.02–50
Ni 232.003 0.050 0.3–50
Cu 224.700 0.048 0.3–50
Zn 206.200 0.11 0.3–50
Cd 228.802 0.0073 0.02–50
Pb 220.353 0.066 0.3–50
Sc 357.253 0.0022 0.008–50
Y 360.073 0.052 0.1–50
La 379.478 0.098 0.3–50
Ce 418.660 0.037 0.1–50
Pr 390.844 0.032 0.1–50
Nd 406.109 0.048 0.1–50
Sm 359.260 0.017 0.05–50
Eu 412.970 0.0046 0.02–50
Gd 342.247 0.031 0.1–50
Tb 350.917 0.022 0.08–50
Dy 353.170 0.016 0.05–50
Ho 345.600 0.024 0.08–50
Er 349.910 0.091 0.3–50
Tm 346.220 0.0058 0.02–50
S. Kagaya et al. / Ta

. Experimental

.1. Apparatus

A PerkinElmer Optima 3000DV inductively coupled plasma
tomic emission spectrometer was used for determining elements.
he pH measurement was carried out using a Horiba F-22 pH meter.
Kubota Model 5400 centrifuge was used for separating the pre-

ipitate.

.2. Reagents

Purified water obtained by a Simplicity UV (Millipore) was used
or all experiments. An indium solution (5 g L−1) was prepared
y dissolving indium chloride (99%, Mitsuwa Chemicals) in 5 mL
f concentrated hydrochloric acid (for poisonous metal analysis,
anto Chemical) and diluting to 100 mL with purified water. A com-
ercially available ICP multi-element standard solution XVI (21

lements, including Be, Ti, Cr, Mn, Fe, Co, Ni, Cu, Zn, Cd, and Pb;
00 mg L−1each, Merck), a plasma CAL multi-element standard (15
lements, including Y, Ce, Pr, Nd, Sm, Eu, Gd, Tb, Dy, Ho, Er, Tm, Yb,
nd Lu; 100 mg L−1 each, SCP Science), and standard solutions for
c and La (1000 mg L−1, Kanto Chemical) were used. The standard
olutions were diluted to a desired concentration in each experi-
ent. The other reagents were of guaranteed or analytical reagent

rade.

.3. Procedures

.3.1. Preparation of sample solutions
For the optimization of the operating conditions for coprecip-

tation, a 5–10% (w/v) sodium chloride or table salt solution was
sed as a sample solution. The solution was prepared by dissolv-

ng sodium chloride or a commercially available table salt (Fuji
alt, Ishikawa Prefecture, Japan), which contains 590 mg g−1 of Na,
.8 mg g−1 of K, 0.83 mg g−1 of Mg, and 0.68 mg g−1 of Ca, with
.1 mol L−1 nitric acid and then adding the appropriate amount of
he standard solutions for trace elements. A purified water-based
olution spiked with trace elements was also used for the inves-
igation. For determining trace elements in table salts, 30.00 g of
ach table salt was dissolved with 300 mL of 0.1 mol L−1 nitric
cid.

.3.2. Coprecipitation of trace elements
To the sample solution (100–300 mL), 1 mL of the indium

olution (5 mg) and 0.5 mL of 0.3 mol L−1 phosphoric acid were
dded. The pH was then adjusted to 10 with an 8 or 1 mol L−1

odium hydroxide solution using a pH meter; trace elements were
oprecipitated with the formed precipitate. After the solution had
een allowed to stand for approximately 30 min, the supernatant
olution was discarded by decantation; loss of a portion of the pre-
ipitate was permitted. The remaining solution, which contained
ost of the precipitate, was transferred to a 50 mL polypropylene

entrifuge tube, and the precipitate was centrifuged at 3500 rpm
or 5 min. After the supernatant solution was discarded, 10 mL of
urified water was added to the centrifuge tube, which was then
haken by hand. The precipitate was re-centrifuged and dissolved
ith 5 mL of 1 mol L−1 nitric acid. A blank test was also carried out
sing purified water at the same volume of the sample solution; in
his case, the standing time for sedimentation of the precipitate and
he centrifugation time were lengthened to approximately 60 min

nd 20 min, respectively.

For optimizing the coprecipitation conditions, filtration using a
embrane filter (Nihon Millipore, Omnipore membrane, pore size

f 0.2 �m) was utilized for the separation of the precipitate instead
f the centrifugation. In this case, the precipitate was dissolved in
Read delay time 30 s
Reading time Auto (minimum 0.2 s – maximum 20 s)
View mode Axial

3 mL of approximately 6.5 mol L−1 nitric acid and the solution was
then diluted to 10 mL with purified water.

2.3.3. Determination of trace elements
The trace elements in the solution after the coprecipitation

were determined by ICP-AES. The operating conditions for ICP-
AES and analytical wavelength for each element are summarized
in Tables 1 and 2, respectively. Indium added as a carrier element
was also used as an internal standard element for the determina-
tion. Solutions for calibration curves were prepared using 100 mL
of purified water spiked with trace elements in the same manner
for the sample solution.

3. Results and discussion
Yb 369.419 0.035 0.1–50
Lu 291.139 0.0010 0.005–50
Inb 230.606

a Three times the standard deviation of the blank values (n = 10).
b Internal standard element.
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ig. 1. Effect of pH on the recovery of trace elements from purified water-based solu
NO3, 5 mL; In, 1 mg; 0.3 mol L−1 H3PO4, 0.5 mL; each element, 5 �g.

ated. When 1 mg of indium and 0.5 mL of 0.3 mol L−1 phosphoric
cid were added to purified water or a 5% (w/v) sodium chloride
olution spiked with trace elements and the pH of the solution
as raised by adding a sodium hydroxide solution, the precipitate

ppeared at a pH of around 3; the added indium precipitated quan-
itatively at pH above 4 for the purified water-based solution and
bove 5 for the sodium chloride solution. The mole ratio of indium to
hosphorus in the precipitate formed in the sodium chloride solu-
ion at pH 9–10 was 0.97–0.98. This result suggests that indium
ould be precipitated as phosphate in this pH range.

The potential of indium phosphate as a coprecipitant was then
nvestigated using 100 mL of a purified water-based solution and

5% (w/v) sodium chloride solution spiked with trace elements.
ig. 1 shows the recoveries of trace elements at various pH in
he coprecipitation with indium phosphate. In the purified water-
ased solution, Ti, Fe, and Sc were quantitatively coprecipitated at
H above 4. The recoveries of the other elements increased with

ncreasing pH; more than 90% of the recoveries were obtained in the
H range of 9–11.5 for all the 27 trace elements. A similar result was
btained using a 5% (w/v) sodium chloride solution spiked with the
race elements, as shown in Fig. 1; the quantitative recoveries of the
7 trace elements could be obtained in the pH range of 9–10.These
esults indicate that indium phosphate is a powerful coprecipitant
or the separation of these 27trace elements.

The coprecipitation was then investigated using 100 mL and
00 mL of a 5–10% (w/v) table salt solution spiked with the trace ele-
ents at pH 10. The recoveries of many trace elements from 300 mL

f the solution were insufficient when 1 mg of indium was used. The
ecoveries increased with increasing the added amount of indium,
nd the quantitative coprecipitation of the 27 trace elements was

chieved using more than 5 mg of indium. It is noteworthy that the
edimentation property of the precipitate formed in the table salt
olution improved considerably. A large part of the formed pre-
ipitate could settle down for approximately 30 min, although in
he sodium chloride solution more than 60 min was needed. The
) and 5% (w/v) sodium chloride solution (�). Solution volume, 100 mL; 2.0 mol L−1

precipitate formed in 300 mL of 10% (w/v) table salt solution con-
tained 1.0 mg of Mg and 2.6 mg of Ca, which corresponded to 4.0%
of Mg and 13% of Ca contained in the table salt solution, as well
as indium and phosphate. The improvement of the sedimentation
property would be due to the precipitation of Mg and Ca. When the
coprecipitation was carried out using 300 mL of 5% (w/v) sodium
chloride solution spiked with the trace elements, the recoveries
of the trace elements, except for Fe and Zn, were quantitative at
pH 10; however, Fe and Zn were recovered at 87% and 77%, respec-
tively. This result indicates that the precipitate of Mg and Ca formed
in the table salt solution also contributed to the coprecipitation of
Fe and Zn. The amount of Mg and Ca precipitated increased with
increasing the added amount of phosphoric acid, and the standing
time required for the sedimentation significantly lengthened when
using more than 1 mL of 0.3 mol L−1 phosphoric acid. For efficient
sedimentation, 0.5 mL of 0.3 mol L−1 phosphoric acid was suitable.

3.2. Simplification of operation

To make the operation in the coprecipitation simple, the rapid
coprecipitation technique [12,17] was applied. In general, the sepa-
ration of the precipitate is troublesome and time-consuming in the
coprecipitation method because complete recovery of the precipi-
tate is required. The rapid coprecipitation technique permits a loss
of a portion of the precipitate in the precipitate-separation process;
a portion of the trace element coprecipitated was also lost together
with the precipitate. However, the amount of trace element in the
initial sample solution can be determined using the carrier ele-
ment as an internal standard element. The following requirements
must be satisfied in the rapid coprecipitation technique [12,17]:

(1) the content of the carrier element in the sample solution must
negligibly small, (2) the carrier element must be quantitatively pre-
cipitated, (3) the loss of the carrier element must be proportional to
that of each trace element in the precipitation-separation process,
and (4) the carrier element must be readily determined. Indium,
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3.4. Determination of trace elements in certified reference
materials and table salts

To validate the method proposed here, some elements in the
certified reference material, Enviro MAT ground water (ES-L-1, SCP

Table 3
Results for determination of trace elements in a certified reference material, ES-L-1
(ground water).

Element Founda (mg L−1) Certified valueb (mg L−1)

Be 0.053±0.0009 0.052±0.001
Ti N.D. –
Cr 0.020±0.0001 0.020±0.0004
Mn 0.099±0.0011 0.096±0.003
Fe 0.021±0.0002 0.021±0.002
Co 0.052±0.0005 0.051±0.001
Ni 0.010±0.0014 0.010±0.0004
Cu 0.021±0.0001 0.020±0.002
Zn 0.021±0.0004 0.021±0.001
Cd 0.010±0.0002 0.010±0.001
ig. 2. Relationship between the emission intensity of indium and that of each ele
w/v) table salt solution (�); 2.0 mol L−1 HNO3, 15 mL; In, 5 mg; 0.3 mol L−1 H3PO4,

hich was used as a carrier element in this work, satisfied all of
hese requirements. The content of indium in table salt is a generally
egligible level compared to the added amount in this work (5 mg).

ndium could be precipitated over the wide pH range mentioned
bove and could be easily determined by ICP-AES. For requirement
3), the following investigation was carried out: a part of the sus-
ended solution was discarded by decantation after each element
as coprecipitated with indium phosphate at pH 10 using 300 mL
f purified water-based and 5% (w/v) table salt solutions. The pre-
ipitate remaining in the solution was filtrated and then dissolved
n nitric acid. The relationship between the emission intensity of
ndium and that of each trace element is shown in Fig. 2. The emis-
ion intensity of each element was proportional to that of indium.
rom these results, the rapid coprecipitation technique was appli-
able to the coprecipitation with indium phosphate.

In this work, centrifugation using a 50 mL polystyrene cen-
rifuge tube (3500 rpm, 5 min) combined with decantation was
sed for the separation of the precipitate. After the formed precipi-
ate had settled for 30 min, the supernatant solution was discarded
y decantation. The precipitate remaining in the solution was cen-
rifuged, and 70–90% of indium could be recovered. This operation
as simple and rapid compared with the filtration.

The rapid coprecipitation technique using indium phosphate
ould efficiently remove Na and K, which are contained in large
mounts in table salt; the recoveries of Na and K were 0.06% and
.1%, respectively. A part of Mg and Ca in the table salt solution was
recipitated with indium phosphate, as reported above. However,
ignificant interference was not observed in the determination of
race elements. This would be due to use of indium as the internal
tandard element in the determination using ICP-AES.
.3. Calibration curves and detection limits

The relationship between the amounts of trace elements in the
ample solution and the emission intensity ratios of trace elements
o indium were used for calibration curves in the method proposed
after coprecipitation. Solution, 300 mL of purified water-based solution (©) or 5%
; each element, 5 �g; pH, 10.

here. Straight lines were obtained over the ranges summarized in
Table 2. The detection limits, which were defined as three times the
standard deviations obtained from 10 replicate determinations of
300 mL of a blank solution, are also shown in Table 2. These results
indicate that the 27 trace elements at sub �g g−1 to sub ng g−1 lev-
els in table salt could be detected using the method proposed here.
The detection limits for many trace elements were lower than those
in the coprecipitation methods using hybrid hydroxides of ytter-
bium, gallium, and magnesium [11] and yttrium hydroxide [12].
The blank value for Lu was 0.071±0.022 �g (mean± standard devi-
ation, n = 10); the values for the other elements were less than the
detection limits.
Pb 0.004±0.0007 (0.002)c

N.D., not detected.
a Mean± standard deviation (n = 5).
b Confidence interval at the 95% confidence level.
c The value is not certified; it is listed for information only.
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Table 4
Results for determination of trace elements in table salts.

Element Salt 1 Salt 2 Salt 3

Founda (�g g−1) Recoveryb (%) Founda (�g g−1) Recoveryb (%) Founda (�g g−1) Recoveryb (%)

Be N.D. 102±3 N.D. 92±2 N.D. 96±2
Ti N.D. 103±2 N.D. 92±2 N.D. 97±2
Cr 0.014±0.001 103±1 0.048±0.002 92±3 0.10±0.004 110±3
Mn 0.042±0.003 102±3 0.012±0.0004 93±0.8 0.048±0.0004 94±6
Fe 0.043±0.008 106±2 0.22±0.02 95±8 0.75±0.04 106±3
Co N.D. 104±2 N.D. 99±2 0.005±0.0003 97±4
Ni 0.044±0.004 103±2 0.027±0.002 102±0.7 0.080±0.001 107±10
Cu 0.32±0.03 108±5 0.007±0.0001 93±3 0.024±0.006 96±2
Zn 0.050±0.006 108±4 (0.008±0.003)c 94±3 0.032±0.002 102±1
Cd (0.0004±0.0001)c 104±3 (0.0007±0.0003)c 93±2 0.004±0.0001 95±4
Pb 0.070±0.007 107±1 N.D. 93±2 (0.007±0.001)c 98±3
Sc N.D. 102±1 N.D. 104±0.6 N.D. 103±0.6
Y N.D. 109±0.4 N.D. 109±0.7 N.D. 108±0.6
La N.D. 112±2 N.D. 111±4 N.D. 107±5
Ce N.D. 111±0.7 N.D. 109±2 N.D. 109±0.4
Pr N.D. 109±0.6 N.D. 107±4 N.D. 109±1
Nd N.D. 109±0.5 N.D. 111±2 N.D. 109±2
Sm N.D. 109±0.9 N.D. 109±0.8 0.003±0.0002 109±1
Eu N.D. 108±0.4 N.D. 109±0.7 N.D. 109±0.7
Gd 0.043±0.006 106±2 0.076±0.006 103±3 0.10±0.01 102±4
Tb 0.004±0.001 108±1 0.004±0.002 108±3 0.003±0.001 107±2
Dy N.D. 110±0.4 N.D. 110±0.3 0.003±0.0002 109±2
Ho N.D. 109±0.2 N.D. 110±1 N.D. 108±2
Er N.D. 108±0.4 N.D. 109±0.6 N.D. 108±0.7
Tm N.D. 101±2 N.D. 102±0.1 N.D. 102±0.6
Yb N.D. 108±0.5 N.D. 108±0.9 N.D. 108±0.6
Lu 0.0003±0.0001 107±0.3 0.0005±0.0002 106±0.8 0.0005±0.0001 106±1

N

ion (n

S
t
9
p
t
t

t
N
a
r
w
t
i
f
6
m

4

s
B
S
p
e
t
w
p
t
a

[

[

[

. D.: not detected.
a Mean± standard deviation (n = 3).
b Each element (5 �g) was added to the sample solution. Mean± standard deviat
c The result was estimated by the extrapolation of the calibration curve.

cience), were determined. The results are shown in Table 3. All
he obtained values were within the confidence intervals at the
5% confidence level. The proposed method had good accuracy and
recision in the analysis of the certified reference material, although
he contents of major elements such as Na and K were lower than
hose in the table salt solution.

The 27 trace elements in three kinds of commercially available
able salts were also determined. As shown in Table 4, Cr, Mn, Fe,
i, Cu, Zn, Cd, Gd, Tb, and Lu could be determined or detected in
ll the table salts, and Co, Pb, Sm, and Dy in some table salts. The
ecovery tests were carried out using a table salt solution spiked
ith the trace elements; 92–112% of recoveries were obtained in all

he trace elements. These results indicate that the proposed method
s applicable to analysis of table salt. The operation time required
or the separation of trace elements in table salt was approximately
0 min, which was much shorter than that for the coprecipitation
ethod using magnesium hydroxide [10].

. Conclusion

The coprecipitation method using indium phosphate has been
hown to be useful for the separation of 27 trace elements, namely,
e, Ti, Cr, Mn, Fe, Co, Ni, Cu, Zn, Cd, Pb, Sc, Y, La, Ce, Pr, Nd,
m, Eu, Gd, Tb, Dy, Ho, Er, Tm, Yb, and Lu, in table salt. Indium
hosphate could quantitatively coprecipitate the 27 trace elements
ven from 300 mL of a 10% (w/v) table salt solution. The opera-

ion for the precipitate-separation process after the coprecipitation
as quite simple and rapid because complete recovery of the
recipitate was not required by applying the rapid coprecipita-
ion technique. The coprecipitated elements could be determined
ccurately and precisely by ICP-AES using indium as the inter-

[
[
[
[

[

= 3).

nal standard element. The coprecipitation method using indium
phosphate combined with ICP-AES was a powerful tool for table
salt analysis and would contribute to the quality control of table
salt.
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a b s t r a c t

Micelle-mediated extraction/preconcentration is incorporated on-line into a flow injection system used
to determine low levels of Cd(II), Co(II), Cu(II), Mn(II), Ni(II), Pb(II) and Zn(II) present in various samples.
The analyte is complexed with HBDAP (N,N′-bis(2-hydroxy-5-bromo-benzyl)1,2-diaminopropane). Under
optimal conditions, a solution of 30% (m/v) NaCl and a sample solution containing 2.5 mL of 1% (m/v)

−3
eywords:
icelle-mediated extraction

low injection
lame atomic absorption spectrometry
reconcentration

sodium dodecyl sulfate (SDS), 0.5 mL of 1.8×10 M HBDAP and 2.5 mL of pH 8.5 borate buffer solution
in 25 mL were pumped through the cotton filled mini-column; onto which the surfactant-rich phase
containing the complex is collected. A solution of 0.5 M HNO3 in 50% acetone is used as the eluent. The
limits of detection are (ng mL−1) Cd = 0.39, Cu = 3.2, Co = 7.5, Mn = 3.0, Ni = 3.4, Pb = 17.9 and Zn = 0.89 if
the sample is allowed to flow for 30 s, but improved for extended preconcentration periods. Analysis of
liquid and solid reference materials showed good agreement with the certified values. Complex formation

P and
nvironmental sample constants between HBDA

. Introduction

Ionic surfactants get adsorbed from solution on to interfaces and
ggregates in solution to form charged micelles through a coopera-
ive association process. The micellar formation takes place above a
ertain surfactant concentration, the so-called critical micelle con-
entration (CMC), below which surfactant molecules are present as
onomers [1,3]. Such self-assembled systems have been examined

or several decades; the most extensively studied surfactant being
odium dodecyl sulfate [4,5]. It is thus not surprising that the effect
f different kinds of electrolytes, both with inorganic and organic
ounter ions, on the critical micelle concentration (CMC), aggrega-
ion number (Nagg) and micellar transition for surfactants has been
xamined in detail [2,3]. Inorganic salts decrease CMC, increase Nagg

nd favour sphere-to-rod transitions due to the condensation of
ounter ions on the charged micelles.

Most of the developed preconcentration methods were based on
he cloud point phenomenon where an aqueous solution of some
urfactant becomes turbid and separates into two isotropic phases
f some condition such as temperature or pressure is changed or if an

ppropriate substance is added to the solution. Non-ionic micelles
ave been used extensively for the cloud point extraction of metal

ons [6–8]. Some of the cloud point extraction (CPE) procedures
ave been developed using the mixture of non-ionic and anionic

∗ Tel.: +90 266 612 10 00; fax: +90 266 612 12 15.
E-mail address: dkara@balikesir.edu.tr.

039-9140/$ – see front matter © 2009 Published by Elsevier B.V.
oi:10.1016/j.talanta.2009.04.004
these metal ions were also determined potentiometrically.
© 2009 Published by Elsevier B.V.

surfactants [9,10]. However, the use of only charged surfactants such
as anionic surfactants is still rare for the preconcentration of metals
[11–13]. There are, however, a few determination methods of metal
ions based on to use of anionic surfactants [14,15].

The very small size and the dynamic properties of the micelle
seem to promise the development of rapid and highly efficient
micelle-based methodologies for concentrating analytes in water.
In the literature, there are a few flow injection methods using
micelle-mediated extraction and most of these methods are based
on the cloud point extraction technique that uses non-ionic sur-
factants. Some of these methods are based on off-line merging of
flow injection analyses. After the viscous surfactant-rich phase that
contains metal chelates was decanted from aqueous solution, it is
dissolved in an appropriate solution and delivered to the FIA stream
of instrument [8,16–18]. Flow injection on-line cloud point extrac-
tion methods using non-ionic surfactants [19–21] or the mixture
of non-ionic and anionic surfactants [9] have also been described
in the literature. Furthermore, the on-line applications of CPE were
described not only as a preconcentration scheme but also as an
efficient way to deliver the sample to the detector device.

In this work, a flow injection on-line micelle-mediated extrac-
tion method has been developed to determine heavy metals
in various samples using a chelating agent, N,N′-bis(2-hydroxy-

5-bromo-benzyl)1,2-diaminopropane. Micelle media were pro-
duced using inexpensive anionic surfactant sodium dodecyl sul-
fate in aqueous solution. N,N′-bis(2-hydroxy-5-bromo-benzyl)1,2-
diaminopropane has been used to preconcentrate metal ions by
liquid–liquid extraction [22–26]. The micelle-mediated extrac-
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mixture. On turning this valve, the eluent was pumped in a
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ion method has some advantages over liquid–liquid extractions.
ncluded in these advantages is the fact that surfactants are used
nstead of harmful organic solvents. The degree of formation of the

etal–ligand complex and the success of extraction systems may
e understood by determining the stability constants of the HBDAP
etal ion complexes. The stability constants of HBDAP metal ion

omplexes have been determined using a program developed by
artell and co-worker [27] for potentiometric titration or by man-

al calculation [28].

. Experimental

.1. Reagents and chemicals

A multi-element stock solution containing 200 mg L−1 of Cu, Ni,
o and Mn; 50 mg L−1 of Cd and Zn and 500 mg L−1 Pb were pre-
ared from 10,000 mg L−1 stock standard solutions (BDH, Aristar,
oole, UK). From this solution, other diluted standard solutions
ere prepared daily. Buffer solutions were prepared using pure
oric acid and sodium tetraborate (BDH).

All reagents used were of the highest available purity. Dou-
ly de-ionized water (18.2 M� cm) obtained from a Primar
ater system (Elga, Buckinghamshire, UK) was used throughout.
itric acid for sample digestion was obtained from BDH. 5-
romo-2-hydroxybenzaldehyde, 1,2-diaminopropane and ethanol
ere purchased from Fluka (Gillingham, Dorset, UK). N,N′-bis(2-
ydroxy-5-bromo-benzyl)1,2-diaminopropane was synthesised
ccording to the procedure given in the literature [22,23]. Ligand
0.2 g) was dissolved in 25 mL methanol and then the solution was
iluted to 250 mL using 0.1 M NaOH. Four certified reference mate-
ials were used in this study: a high purity standard (QCS-19) (High
urity Standard, Charleston, USA), a river water sample (SLRS-4),
ay leaves (IAEA V-10) and poplar leaves (NCS DC73350). Each of
he CRMs were analyzed using the proposed method under optimal
onditions in replicate (n = 5). Perchloric acid solution, prepared by
he use of double distilled water, was standardized by titration using
rimary standard sodium carbonate, potentiometrically. Sodium
ydroxide solutions were prepared in a (50:50) ethanol/water mix-
ure containing 0.1 M sodium perchlorate and were standardized
gainst the potassium hydrogen phthalate and solutions by the
otentiometric method, and they were kept under nitrogen atmo-
phere.

.2. Apparatus

.2.1. FAAS system
A Varian SpectrAA 50 atomic absorption spectrometer (Oxford,

K) furnished with a hollow cathode lamp, and an air–acetylene
ame (9.0/3.0 L min−1) as the atomiser was used as the detector
hroughout. The wavelengths (nm) selected for the determination
f the analytes were as follows: Cd 228.8, Co 240.7, Cu 324.8, Mn
79.5, Ni 232.0, Pb 283.3 and Zn 213.9. The flow rate of the peristaltic
ump was adjusted to be between 3.6 and 8.4 mL min−1.

.2.2. Potentiometric system
Potentiometric apparatus consisted of a water-jacketed glass

eaction vessels as described in Ref. [29]. A solution of base (sodium
ydroxide) was introduced into the measuring cell using a Titro-

ine 96 automatic titrator; the solution in the measuring cell was
tirred magnetically. The titration data were obtained in the form

f milli-volts against milli-liters of base added. The temperature
as maintained at 25±0.1 ◦C and titrations were performed under
itrogen. Milli-volt values were recorded directly from the auto-
atic titrator. The calibration of the cell used in the titrations was

erformed as described in the literature [30].
Fig. 1. The diagram of the flow injection micelle-mediated extraction. (1) Sample
loading step and (2) elution and analysis step.

2.3. Measurement procedures

2.3.1. Determination of the complex formation constants of
HBDAP metal ion complexes

The stability constants for the metal complexes were
determined as described in the literature [31,32]. The ana-
lytical concentration of metal ion, perchloric acid, HBDAP
and sodium perchlorate were 1.5×10−3, 6×10−3, 3×10−3

and 0.1 M, respectively. The stability constants were also
determined by the use of formation curves (n̄− p[HBDAP])
plotted by the use of potentiometric titration data [31]
(n̄ = the average number of HBDAP bound to each metal ion).

2.3.2. On-line FI preconcentration and elution procedure
A schematic diagram of the on-line preconcentration system

is presented in Fig. 1. The system consists of a Gilson Minipuls 3
peristaltic pump (Anachem Ltd., Luton, UK), a four-way valve and a
mini-column (5 cm×3 mm, Omnifit, Cambridge, UK), packed with
cotton wool. The 30% (m/v) NaCl solution and a sample solution
that contains 2.5 mL of 1% sodium dodecyl sulfate (SDS), 0.5 mL of
1.8×10−3 M ligand and 2.5 mL of a pH 8.5 borate buffer solution in a
25 mL volumetric flask were transported using the peristaltic pump.
The tubing carrying these two solutions was connected using a T-
piece connector, post-peristaltic pump. The other side of the T-piece
was connected to the mini-column via the four-way rotary valve.
This valve also had a loop fitted that could be filled with the nitric
acid prepared in acetone–water mixture as an eluent. The mini-
column was also connected to a second valve so that one orientation
of this valve directs the flow to waste whereas the other way enables
the flow to be directed to the FAAS instrument. Transport lines
were made using the minimum length necessary of 0.3 mm id PTFE
tubing.

The FI system was operated as follows: during the 30 s sam-
ple loading period, with the valve in the ‘fill’ position, the micelle
solution was produced by mixing the 30% NaCl solution with a
sample or blank solution containing 2.5 mL 1% sodium dodecyl
sulfate (SDS), 0.5 mL of 1.8×10−3 M ligand and 2.5 mL of pH 8.5
borate buffer solution diluted to a volume of 25 mL. Mixing was
achieved using the T-piece. Both the NaCl and the sample solu-
tions were pumped at a flow rate of 8.4 mL min−1 through the
mini-column containing the cotton wool. The micelles contain-
ing the metal complexes were adsorbed on the cotton within
the mini-column and the sample matrix was allowed to pass
through to waste. After preconcentration, valve 2 was turned to
orient the flow towards the FAAS instrument and the 500 �L loop
on valve 1 was filled with 0.5 M HNO3 in a 50% acetone–water
stream of water at a rate of 8.4 mL min−1 by the peristaltic pump
to the FAAS instrument. After measuring the metal ions, de-
ionised water was passed at a flow rate of 8.4 mL min−1 for 30 s
through the mini-column to re-equilibrate it prior to the next
sample.
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Table 1
The stability constants for metal complexes of HBDAP.

log K1 log K2 log K3 log ˇ

Cu(II) 20.7 14.6 35.3
Mn(II) 28.5 14.2 10.7 53.4
Cd(II) 16.2 6.7 5.9 28.8
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this led to the absorbance signal decreasing slightly. In addition,
when higher volumes of SDS were used, considerable foaming was
produced and this caused some flow problems during the elution
step of the flow injection system. Consequently a stable absorbance
b(II) 18.7 11.1 9.4 39.2
n(II) 21.6 11.2 10.4 43.2
i(II) 23.7 9.5 7.9 41.1
o(II) 17.9 10.1 9.6 37.6

. Results and discussion

.1. Stability constants for metal complexes of HBDAP

Potentiometric measurements have been used to determine sta-
ility constants (K) for the metal complexes of HBDAP. The stability
onstants of HBDAP with metal ions were determined by the use
f formation curves (n̄− p[HBDAP]) plotted by the use of potentio-
etric data [28,33]. Test solutions containing suitable amounts of
etal ions, HBDAP and perchloric acid stock solutions were titrated
ith sodium hydroxide solution until a precipitate or opalescence
as just observed in the titration cell. The degree of formation,

¯ values were calculated, in order to find the number of ligands
ound to each metal ion; then n̄ values were plotted versus p[L] val-
es that were found from potentiometric titration results; however

t is known that n̄ cannot be deduced unless it reaches a limiting
alue metal:ligand system. The values of n̄ (the average number of
BDAP bound to each metal ion) and [L] (the concentration of the
nionic form of free uncomplexed of HBDAP) were calculated based
n the potentiometric data. The stability constants, log K1, log K2
nd log K3, of metal complexes of HBDAP were determined by the
se of p[L] values where n̄ = 0.5, 1.5 and 2.5, respectively. The sta-
ility constants of the metal complexes of HBDAP were given in
able 1. As can be seen from Table 1, HBDAP produces very strong
omplexes with Cu, Cd, Co, Mn, Ni, Pb and Zn ions.

.2. Analytical parameters of on-line micelle-mediated extraction
ystem

Different experimental parameters (such as temperature, pH,
igand concentration, SDS and sodium chloride concentration, sam-
le flow rate and elution flow rate) were investigated to determine
he optimum conditions for the on-line micelle-mediated extrac-
ion system.

The most important parameter in the complexation reaction
etween the metal ion and a ligand is to select a pH at which the
omplexation rate is very high and very rapid. The effect of pH was
tudied using the flow injection system between pH values of 3 and
1. The concentrations of the analyte solutions were 2 mg L−1 for Cu,
o, Ni and Mn; 0.5 mg L−1 for Cd and Zn and 5 mg L−1 for Pb. These
olutions were passed through the flow injection system shown in
ig. 1 at a flow rate of 7.2 mL min−1. The adsorbed micelles on the
ini-column were eluted using 0.5 M HNO3 in a 50% acetone–water
ixture at a flow rate of 7.2 mL min−1. Absorbance signals for met-

ls were recorded using the FAAS detector. The results indicated
hat the extraction ratio increased as the pH increased (Fig. 2). A
imilar result was found in previous work using the same reagent
n a solvent extraction method [26]. Ionic surfactants such as SDS
roduce charged micelles that can attract ions. These experimental
esults also showed that metal complexes were produced at basic

H values and hence, have cationic charges. High absorbance sig-
als were observed at pH 10. However, it was also noted that some
recipitation reactions occurred at this pH. Since the aim of the
ork was to evaluate the complexation reaction effect of the ligand

n the micelle-mediated extraction, pH 8.5 was selected as opti-
Fig. 2. The effect of the pH on the micelle-mediated extraction.

mum for all subsequent experiments. A borate buffer was selected
to maintain the sample solutions at this pH.

Another analytical parameter requiring optimisation of the
developed method is the concentration of the ligand in the solution.
To determine the suitable ligand concentration, different concen-
trations of ligand up to 72 �M were used to prepare 25 mL of the
solutions that also contain 0.3 ppm Cu, Ni and Co, 0.08 ppm Cd and
Zn, 0.8 ppm Pb and 0.2 ppm Mn and analysed according to the pro-
cedure. As can be seen in Fig. 3, 36 �M of the ligand solution was
sufficient to obtain maximum signal for all of the analytes. Since the
extraction efficiency of the micelle-mediated extraction was high-
est using this concentration of the ligand, 36 �M was used for all
subsequent experiments.

SDS was used to create the micelle media in the experiments and
therefore the optimization of its concentration was also very impor-
tant during the development of the method. Different volumes of
1% SDS were added to the 25 mL solution containing metal ions,
buffer and ligand. The results showed that the highest signals were
observed when the SDS volume was 2.5 mL. Greater volumes than
Fig. 3. The effect of ligand concentration on the absorbance signals of the metals.
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ignal could not be observed. For these reasons, the volume of 1%
DS used was 2.5 mL during subsequent experiments.

It is known that electrolytes such as NaCl decrease the crit-
cal micelle concentration. Addition of NaCl in the SDS solution
acilitates micelle production to under the critical micelle concen-
ration of the SDS solution alone. Different percentages of NaCl were
herefore used in the flow injection system to find the optimal
oncentration. This solution was supplied separately via a peri-
taltic pump. The NaCl and the sample solution containing SDS were
ixed using a flow system. This was possible because the micelles
ere produced very rapidly after the two solutions were mixed.
ad they been mixed beforehand in a batch type system, some
icelles and foam containing the metal chelates could stay within
volumetric flask and hence be lost analytically. Different percent-
ges of NaCl were supplied to the system. The micelles adsorbed on
he column were eluted and the absorbance signals were recorded.
bsorbance signals were very low when the NaCl solutions were
t 5 and 10%. This was attributed to low micelle formation. When
he percentage of NaCl was increased, higher absorbance signals
ere observed as the micelle concentration increased. Subsequent

xperiments were performed using 30% NaCl solution. A higher per-
entage of NaCl was not tried because of the solubility problem
f NaCl in water. Although a very high concentration of NaCl was
sed in these experiments, it is a very cheap and readily available
hemical. It therefore does not increase the cost of the method sig-
ificantly. In addition it is a chemical that can be obtained in very
igh purity, leading to low blanks and improved limits of detec-
ion.

The temperature effect on the micelle formation for sodium
odecyl sulfate was studied using sodium chloride that is used to
ecrease critical micelle concentration of sodium dodecyl sulfate.
he experimental studies showed that the micelles of SDS which
ormed at room temperature rapidly disappear if the temperature
ncreases. In addition, the critical micelle concentration was also
ound to increase as the temperature increased. Similar results have
een found in the literature [34]. It is an advantage that the method
an be optimised at room temperature with a low concentration of
DS. For these reasons, subsequent experiments were performed at
oom temperature.

Different eluents were tested to elute the metal ions from the

otton wool filled column. Different concentrations of nitric acid
olutions in water (0.1, 0.5 and 1.0 M) as well as 0.5 M nitric acid
n a 50% acetone–water mixture were used to determine the elu-
nt that gives the highest desorption or absorbance values for

Fig. 4. The effect of the sample flow rate on the flow injection method.
Fig. 5. The effect of the elution flow rate on the flow injection system.

the metal ions. As the concentration of the nitric acid increased,
the absorbance signals did not change. The highest signals were
obtained using 0.5 M nitric acid in 50% acetone. It is possible that
the acetone helps to desorb the metal chelates from the cotton
as well as increasing the absorbance signals for metals because of
the improved transport efficiency associated with nebulisation of
organic solvents.

Lastly, for flow injection analysis, the selection of the optimum
flow rates is very important. Although the sample and elution flow
rates should be rapid to increase sample throughput, they should
not be too fast so that the adsorption and desorption characteris-
tics become impaired. The effects of sample and elution flow rates
were determined in the range between 3.6 and 8.4 mL min−1. While
the effect of sample flow rate was investigated, the eluent flow rate
was kept constant at 7.2 mL min−1. Similarly a constant flow rate
of 7.2 mL min−1 was used for the sample flow rate when the eluent
flow rate was changed between 3.6 and 8.4 mL min−1. Figs. 4 and 5
show that the highest flow rate of 8.4 mL min−1 for both sample
and eluent flows was suitable for obtaining higher signals for the

required metal ions. Therefore, a cycle of preconcentration and elu-
tion was extremely rapid with the time required for one sample
analysis being approximately 2 min.

Table 2
Effect of potentially interfering ions on the determination of Cd, Co, Cu, Mn, Ni, Pb
and Zn using flow injection micelle-mediated extraction method by FAAS.

Ions Tolerance limit of concentration (mg L−1)

Na+, K+, SO4
2− , PO4

3− , Cl− >10,000
Mg2+ 1300
CO3

2− >10,000 for Zn2+, Ni2+, Cu2+ and Cd2+; 5000 for
Co2+, Mn2+ and Pb2+

NH4
+ >10,000 for Zn2+, Mn2+, Pb2+, Cu2+ and Cd2+; 5000

for Co2+, Ni2+

Ca2+ 500
Sn2+, Al3+ 100
Ag+ 100 for Zn2+, Ni2+, Cu2+ Co2+, Mn2+ and Pb2+; 25 for

Cd2+

Ba2+ 100 for Ni2+and Co2+; 50 for Zn2+, Cu2+, Mn2+, Cd2+

and Pb2+

Cr3+ 100 for Zn2+, Cu2+, Cd2+ and Pb2+; 50 for Ni2+,
Mn2+and Co2+

Fe3+ 100 for Cu2+; 50 for Cd2+, Zn2+, Ni2+, Mn2+, Pb2+and
Co2+
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Table 3
The results for the certified materials.

Trace element HPS SLRS-4 IAEA/V-10 HAY NCS DC73350 texp

Certified value Found value Certified value Found value Certified value Found value Certified value Found value
(�g L−1) (�g L−1) (�g L−1) (�g L−1) (mg kg−1) (mg kg−1) (mg kg−1) (mg kg−1)

Cd 30 29.7 ± 2.5 0.012 ± 0.002 <LOD 0.03 <LOD 0.32 ± 0.07 0.4±0.1 0.68
Co 30 30 ± 1 0.033 ± 0.006 <LOD 0.13 <LOD 0.42 ± 0.03 0.4±0.1 0.8
Cu 30 29.6 ± 0.7 1.81 ± 0.08 1.8±0.1 9.4 9.4±0.5 9.3 ± 1.0 9.7±0.9 0.08
Mn 30 29 ± 1 3.37 ± 0.18 3.3±0.6 47 N/A 45 ± 4 N/A 1.08
Ni 30 31 ± 2 0.67 ± 0.08 <LOD 4.2 4.6±0.3 1.9 ± 0.3 2.1±0.2 2.16
P
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b 30 29 ± 3 0.086 ± 0.007 <LOD
n 30 31.1 ± 0.5 0.93 ± 0.10 0.9±0.

a Not analysed because preconcentration was not necessary.

.3. The effect of foreign ions

A list of tolerance limits for an assortment of foreign ions
expressed as mg L−1) during the determination of the seven ele-

ents is given in Table 2. The effects of each potential interferent
n every element were determined separately to make the study
ore complete. The concentrations of the analyte ions used dur-

ng this experiment were 0.4 mg L−1 for Cu2+, Ni2+, Co2+ and Mn2+,
.1 mg L−1 for Cd2+ and Zn2+ and 1.0 mg L−1 for Pb2+. The only sig-
ificant interfering element appeared to be Fe3+and only then if
he sample contains more than 50 mg L−1. The results indicate that
his method may easily be applied for the determination of these
even elements in water samples as well as acid digests of solid
amples that contain less than 50 mg L−1 Fe. If the sample contains
ore than 50 mg L−1 Fe, a masking agent such as fluoride should be

dded to the sample before determination. The method may also be
sed to determine these seven elements in sea water that contains
ery high concentrations of Na, K, Cl, etc. since these ions do not
ause any interference.

.4. Analytical characteristics

In order to evaluate the performance of the developed method,
he linearity and detection limits for the seven analytes were
etermined. The standards and blanks were passed through the
I manifold shown in Fig. 1 using the optimum flow and experi-
ental conditions determined. All solutions were prepared using
ltra-pure water. The correlation coefficients of the calibration
urves for the seven metals were typically close to 0.999. The
etection limits were calculated using 3 s/slope (n = 15 runs of
he blank). The limits of detection for a 30 s period of preconcen-
ration were Cd = 0.39 ng mL−1, Cu = 3.2 ng mL−1, Co = 7.5 ng mL−1,

able 4
he results of the real natural water samples.

nalyte Added value (�g L−1) River water (�g L−1)

u – 11 ± 1
60 72.6 ± 0.7

d – –
16 15.3 ± 0.9

i – 3.0 ± 0.6
60 64 ± 2

b – –
160 163 ± 6

n – 5.4 ± 0.4
16 21.5 ± 0.7

n – 6 ± 1
40 48 ± 2

o – –
60 63 ± 3
1.6 1.7±0.1 1.5 ± 0.3 1.6±0.1 0.74
24 N/Aa 37 ± 3 N/Aa 0.98

Mn = 3.0 ng mL−1, Ni = 3.4 ng mL−1, Pb = 17.9 ng mL−1 and Zn = 0.89
ng mL−1. However, these improved to Cd = 0.29 ng mL−1, Cu = 2.1
ng mL−1, Co = 3.8 ng mL−1, Mn = 1.5 ng mL−1, Ni = 1.97 ng mL−1,
Pb = 7.8 ng mL−1 and Zn = 0.58 ng mL−1 if the flow time, i.e. the pre-
concentration period, was doubled. These results were considered
to be satisfactory considering the very short pre-concentration
time.

3.5. Analyses of certified samples

The accuracy of the developed procedure was tested using certi-
fied reference materials. Two water certified materials, a high purity
standard (QCS-19) (High purity standard, Charleston, USA) and a
river water (SLRS-4) as well as two plant samples Hay (IAEA/V-
10) and Poplar leaves (NCS DC73350) were analysed using the
developed procedure. Acid digests of the vegetation samples were
prepared by weighing material (0.25 g) into a pre-cleaned beaker,
adding nitric acid (5 mL) and then heating on a hot plate. After an
hour of boiling, the digests were allowed to cool and were then
transferred quantitatively to clean 25 mL volumetric flasks. The
other reagents (2.5 mL of 1% sodium dodecyl sulfate (SDS), 1.0 mL
of 1.8×10−3 M ligand and 2.5 mL of pH 8.5 borate buffer solution)
were then placed in the flask and the sample solution diluted to
volume (25 mL) with water. The results of the analyses are given
in Table 3. As shown in Table 3, the results obtained are in close
agreement with the certified values. These results show that the
method may readily be applied for the determination of these met-

als in water and vegetation samples. The iron concentrations are
177–190 and 274±17 mg/kg in hay and poplar leaves, respectively.
Therefore, the digested solutions contained less than 50 mg L−1

iron, which was below the concentration required to cause an inter-
ference.

Recovery (%) Sea water (�g L−1) Recovery (%)

18 ± 1
102.7 80 ± 4 103.3

–
95.6 16 ± 2 100

3.4 ± 0.8
101.7 63 ± 3 99.3

–
101.9 167 ± 3 104.4

28 ± 1
100.6 45 ± 0.6 106.2

22 ± 0.6
105 63 ± 1 102.5

–
105 61 ± 1 101.7
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Table 5
Characteristics of Micelle-mediated extraction—flow injection method for determination of metal ions in different samples.

Reagent Detection Temperature Analysed Preconcentration Detection
(surfactant type) method Samples (◦C) metals factor limits Ref.

Luminol−H2O2

(SDS + Triton X114)
Chemiluminescence Water Room temperature Cr 6 0.5 ng L−1 [9]

Dithizone (Triton X-100) Spectrophotometer Water 60 Hg 6 0.014 �g mL−1 [19]
2-(5-Bromo-2-

pyridylazo)-5-
diethylamino phenol
(PONPE-7.5)

ICP-OES Urine Room temperature Gd(III) 20 40 ng L−1 [20]

Pyrrolidine
dithiocarbamate
(APDC) (Triton X-114)

ETAAS Biological Room temperature Pb 22.5 44.6 ng L−1 [21]

Chrome-Azurol-S
(benzyldimethyl
tetradecyl ammonium
chloride + PONPE-7.5)

Spectrophotometer Parenteral solutions Room temperature Al 50 3.024 �g L−1 [36]

N,N′-bis
(2-hydroxy-5-bromo-
benzyl)1,2-diamino
propane (SDS)

FAAS Water and biological Room temperature Cd, Co, Cu, Mn, Ni,
Pb and Zn

8.4 Cd = 0.39 ng mL−1,
Cu = 3.2 ng mL−1,
Co = 7.5 ng mL−1,
Mn = 3.0 ng mL−1,
Ni = 3.4 ng mL−1,
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Using the paired t-test, adopting the null hypothesis it is
ossible to determine whether or not there is a significant differ-
nce between the mean concentrations found using the proposed
ethod and the certified values. The paired t-test was performed

or every element and for each of the certified materials individu-
lly. The results show that the t values calculated using the equation

¯d
√

N/sd, where x̄d, sd and N show the mean difference, the standard
eviation of differences and the number of samples, respectively,
re smaller than the critical value of t at 95% confidence interval for
ll certified samples, indicating that there is no evidence of system-
tic error in the proposed method [35]. The critical values of t for
, 2 and 3 number of degrees of freedom at 95% confidence interval
re 12.71, 4.3 and 3.18, respectively. This confirms that the results
btained by the proposed method were in good agreement with
he certified values.

.6. Analysis of real samples

The proposed method was applied to river and sea water sam-
les. The experiments were performed using river and sea water
amples at natural analyte concentrations and with samples spiked
ith 16 �g L−1 of Cd(II), 40 �g L−1 of Mn(II), 60 �g L−1 of Co(II),
u(II) and Ni(II) and 160 �g L−1 of Pb(II). The results of these
pike/recovery experiments are given in Table 4. The recovery val-
es obtained were very satisfactory. The procedure developed in
his work is therefore an alternative method for the determina-
ion of very low concentrations of Cd(II), Co(II), Cu(II), Mn(II), Ni(II),
b(II) and Zn(II) in fresh and sea waters.

.7. Comparison with other flow injection micelle-mediated
xtraction methods

In the literature, although there are numerous applications of
he off-line micelle-mediated extraction to determine metal ions
n different samples, only a few applications have been devel-
ped that have used on-line flow injection for the purpose of

icelle-mediated extraction. Comparative data using on-line flow

njection methods given in Table 5 show that all the previous
pplications reported data only for a single element. The method
resented in this work was applied to the determination of seven
lements in water and biological samples. In addition, the method
Pb = 17.9 ng mL−1,
Zn = 0.89 ng mL−1

proposed here needs only one surface active material, SDS, and
could be applied at room temperature. Most surfactant-mediated
procedures use one surface active compound, generally non-ionic
surfactants. The combination of surfactants such as non-ionic and
cationic or anionic surfactants is another aspect and it is used
depending on the target analyte. Room temperature extraction can
also be achieved with non-ionic surfactants like Triton X-45 or Tri-
ton X-114 in the presence of salts in the literature. All the methods
except this work are based on the cloud point phenomenon. How-
ever, since SDS is an anionic surface active material, the micelles
disappear as the temperature increases whereas a polar surface
active materials such as Triton X-100, Triton X-114, etc. gives a cloud
point temperature above which the micelles are produced. There
appear few applications in the literature that have used only an
anionic surface active material in flow injection micelle-mediated
methods. An advantage of the method is that the presence of excess
chelating agent does not reduce the extraction efficiency as may
occur with other reagents. Instead, the presence of an excess of
reagent helps to compensate for the competition from other met-
als present within the sample. From this perspective, this work is
a new application of the on-line flow injection micelle-mediated
extractions.

4. Conclusions

A micelle-mediated FI-FAAS preconcentration method
has been developed to determine very low concentrations
of Cd(II), Co(II), Cu(II), Mn(II), Ni(II), Pb(II) and Zn(II) in
natural waters and foodstuffs. N,N′-bis(2-hydroxy-5-bromo-
benzyl)1,2-diaminopropane (HBDAP) was used to complex
Cd(II), Co(II), Cu(II), Mn(II), Ni(II), Pb(II) and Zn(II) at pH 8.5.
The limits of detection for a 30 s period of preconcentra-
tion were Cd = 0.39 ng mL−1, Cu = 3.2 ng mL−1, Co = 7.5 ng mL−1,
Mn = 3.0 ng mL−1, Ni = 3.4 ng mL−1, Pb = 17.9 ng mL−1 and Zn = 0.89
ng mL−1. However, these improved to Cd = 0.29 ng mL−1, Cu = 2.1
ng mL−1, Co = 3.8 ng mL−1, Mn = 1.5 ng mL−1, Ni = 1.97 ng mL−1,
Pb = 7.8 ng mL−1 and Zn = 0.58 ng mL−1 if the flow time, i.e. the pre-

concentration period, was doubled. These results were considered
to be satisfactory considering the very short pre-concentration
time. The method is very fast, cheap and does not use any haz-
ardous solvents. The analysis time for one sample is less than
2 min.
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a b s t r a c t

A rapid, simple, and sensitive headspace solid phase microextraction coupled to ion mobility spectrometry
(HS-SPME-IMS) method is presented for analysis of the highly specific angiotensin-converting enzyme
(ACE) inhibitor, captopril (CAP). Positive ion mobility spectra of CAP were acquired with an ion mobility
spectrometer equipped with a corona discharge ionization source. Mass-to-mobility correlation equation
was used to identify product ions. A dodecylsulfate-doped polypyrrole (PPy-DS) coating was used as a
fiber for SPME. The results showed that PPy-DS based SPME fiber was suitable for successfully extracting
eadspace solid phase microextraction
aptopril

on mobility spectrometry
uman plasma analysis
harmaceutica preparations
olypyrrole

CAP from human blood plasma and pharmaceutical samples. The HS-SPME-IMS method provided good
repeatability (R.S.D.s < 4%) for aqueous and spiked plasma samples. The calibration graphs were linear in
the range of 10–300 ng mL−1 (R2 > 0.99) and detection limits were 7.5 ng mL−1 for aqueous and 6.3 ng mL−1

for plasma blank samples. Finally, a standard addition calibration method was applied to HS-SPME-IMS
technique for the analysis of blood plasma samples and tablets. Purpose method seemed to be suitable for
the analysis of CAP in plasma samples as it is not time consuming (state total time from sample preparation

ly sm
to analysis), it required on

. Introduction

Captopril, 1-[(2S)-3-mercapto-2-methylpropionyl]-l-proline
CAP), is a synthetic dipeptide serving as an orally active inhibitor
f the angiontensin-converting enzyme and has been widely used
s antihypertensive drug [1] to moderate heart failure [2]. After
ral administration of therapeutic-doses of CAP, rapid absorption
ccurs with peak blood levels in about an hour period. The average
inimal absorption is approximately 75%. Like other thiols, CAP

ndergoes rapid oxidation to disulfide metabolites both in vitro and
n vivo [3]. Intracellularly, disulfide metabolites are reduced to the
ree thiol and can therefore act as a reservoir for free CAP [3]. Only
he free CAP is pharmacologically active; however, the formation
f the inactive disulfide is reversible; subsequently they may act
s a reservoir of free CAP and contribute to a longer duration of
ction than predicted by the blood concentrations of free CAP [3].

aptopril with a thiol (SH) functional group was shown to act as a
cavenger of free radicals in living systems [4] ameliorating toxic
ffect of arsenite when administered individually [5]. The structure
f CAP is shown in inset of Fig. 1b.

∗ Corresponding author. Fax: +98 21 88006544.
E-mail address: alizaden@modares.ac.ir (N. Alizadeh).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.04.016
all quantities of the sample, and no derivatization was required.
© 2009 Elsevier B.V. All rights reserved.

Many analytical methods have been used for CAP determina-
tion in biofluids. The majority of published articles describe the
use of HPLC [6–12], GC [13] or GC–MS [14] techniques, electro-
chemical oxidation of CAP using a modified carbon-paste electrode
[15], spectrophotometry [16,17], fluorimetry [18], and chemilumi-
nescence [19] for the analyzing CAP Recently, an LC-MS/MS method
utilizing solid phase extraction (SPE) catridges, was developed for
the analysis of catropril [20]. Most of the techniques reported so
far for analyses of CAP have utilized the derivative of CAP. Analysis
of analyte without derivatization would simplify the method and
as a result reduce the analysis time. Furthermore, most extraction
procedures, especially liquid–liquid extraction are based on a series
of extraction/concentration steps. This can greatly increase time of
analysis [21].

Ion mobility spectrometry refers to the principles, practice and
instrumentation for characterizing chemical substances through
their gas-phase ion mobilities. IMS is an analytical technique that
distinguishes ionic species on the basis of the differences in the
drift velocity through a gas under an applied electrostatic field. It is

a rapid and sensitive technique for the detection of trace explosives
[22,23], drugs [24,25] and illicit drugs [26,27], chemical warfare
agents [28,29] and environmental pollutants [30,31] under atmo-
spheric pressure conditions. The separation of ions in the drift
region in an IMS is based on the mobility of ions. The mobility of an
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Fig. 1. The ion mobility spectrum obtained by HS-SPME-IMS using a PPy-DS fiber
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The blood samples were taken from both healthy and diseased
or pure solid drug; (a) background, (b) the 3D mass-to-mobility spectrum based
n mass-ion mobility correlation equation sampling by PPy-DS fiber from the
eadspace above the heated pure solid sample.

on is determined by the structure (size and shape), the mass and
he charge of the analyte [32,33].

IMS provides fast, reliable, and sensitive response for many
rugs. These instruments have low cost and power requirements.
o achieve the necessary levels of sensitivity, enrichment and clean-
p steps are needed before the analysis of drugs in the biological
amples. Headspace solid phase microextraction (HS-SPME) with
ampling from the headspace above the sample can especially
ffer a high potential in biomedical analysis, for producing neat
pectra and protecting the fiber from irreversible damages by non-
olatile concomitants present in the biological matrix [34]. The
oupling of SPME to ion mobility spectrometry (IMS) is combines
apid sampling with rapid detection while improving sensitivity
nd selectivity.

To achieve selective determination for different classes of com-
ounds, the number of available coating materials has increased

n recent time. In our previous studies [27,35], the electrochemi-
al fiber coating (EFC) technique was used for the preparation of
odecylsulfate-doped polypyrrole (PPy-DS), and applied as a fiber
or HS-SPME procedures. To our knowledge there is no published
S-SPME method for the rapid and sensitive determination of CAP

n human plasma or pharmaceutical dosage without derivatization.
n continuation of our research activities, for the first time, the effi-
iency of PPy-DS as a fiber for extraction and determination of CAP
y HS-SPME device coupled with IMS is described. The effects of
he extraction parameters on the extraction efficiency have been
tudied. Analytical parameters of the method, i.e. linearity, detec-
ion limits and repeatability were established at low nanogram per
illiliter level of concentration and quantitative aspects and matrix
ffects in human plasma were studied. The optimized method is
roposed as an efficient alternative to more expensive, time con-
uming conventional methods. The performance of the proposed
ta 79 (2009) 479–485

method was applied to the analysis of CAP in positive human plasma
and tablet.

2. Experimental

2.1. Reagents

Captopril (CAP) was obtained from Daro Pakhsh-co (Tehran,
Iran). The stock solution of these compounds was prepared with
concentration of 1 mg mL−1 in water. These stock standard solutions
were diluted with water to prepare stock solution with concen-
tration of 0.1 mg mL−1 for each compound. The model solutions
containing the required amount of analyte (5–300 ng mL−1) were
freshly prepared daily by diluting mixed standard solution in aque-
ous and plasma samples. Stock and working standards were stored
at 4 ◦C in the refrigerator. Pyrrole (Fluka, Buchs, Switzerland) was
distillated before use. In SPME experiments, double distillated
water was used as a solvent, pH was adjusted with hydrogen
chloride from Merck (Darmstadt, Germany) and to saturate the
samples, sodium chloride from Merck (Darmstadt, Germany) was
used. Sodium dodecylsulfate (SDS) was of maximum purity avail-
able and obtained from Sigma–Aldrich (Deisenhofen, Germany).

2.2. Apparatus

The SPME holder for manual sampling was obtained from Azar
Electrode (Ourumieh, Iran). Stirring the solution was carried out
with a magnetic stirrer (Heidolph MR 3001 K) and a 2 mm×5 mm
stirring bar. A circulating water bath (Frigomix B. Braun UM-S) with
accuracy of ±0.1 ◦C was used to keep the temperature of solutions
constant. Also, a two-compartment-recirculating cell laboratory-
made from glass was used for controlling the sample temperature.
All pH measurements were performed at 25±0.1 ◦C by use of a
pH/ion-meter Metrohm 713 with a standard uncertainty of 0.1 mV
(Metrohm, Switzerland).

Electrochemical polymerization of pyrrole was carried out using
Behpajuh (BHP 2061-C model) potentiostat (Isfahan, Iran). An
electrochemical cell including a platinum (Pt) working electrode
(2 cm×200 �m O.D.), a Pt counter electrode and a double junction
saturated calomel (dj-SCE) electrode, as reference electrode was
used for preparation of the polymer.

Detection and quantification of CAP were carried out using an
ion mobility spectrometer (model 1000) constructed at Isfahan Uni-
versity of Technology. A GC injection port was equipped with a
heating element and a digital temperature controller (TC14P, Alton-
Ray, Tehran) was used for introduce the SPME in the IMS. The carrier
gas passes through the port and carries the analyte vapor to the IMS
cell. The main parts of the instrument and conditions were reported
in our previous works [27,35]. The optimized experimental condi-
tions for obtaining the ion mobility spectra of the compounds are
listed in Table 1.

2.3. Electrochemical fiber coating

Polypyrrole film was prepared electrochemically using a three-
electrode system. PPy-DS film was directly electrodeposited on the
surface of platinum wire (as working electrode). The technique and
other operating conditions are similar to our previous work [27,35].

2.4. HS-SPME/IMS of CAP
humans and centrifuged at 3000 rpm for 20 min obtain plasma
and was subsequently stored at −20 ◦C prior to analysis. Work-
ing plasma samples were prepared by combining 100 �L of blank
plasma sample spiked with an appropriate amount of the CAP
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Table 1
IMS operation parameters and reduced mobility values for reactant and CAP ions.

Parameter Value

Corona voltage (V) 2600
Drift field voltage (V) 7200
Drift gas flow, N2 (mL/min) 450
Carrier gas flow, N2 (mL/min) 150
Drift tube temperature (◦C) 150
Injection temperature (◦C) 220
Drift tube length cm 11
Shutter grid pulse (�s) 380
Calibrant ion (H2O)nH+

(H2O)nH+ Product ions
Drift time (ms) 4.82±0.06 8.55±0.05, 9.27±0.08, 14.53±0.05
Reduced ion mobility (cm2 V−1 s−1) 2.37a ±0.10 1.33±0.05, 1.23±0.05, 0.79±0.04
Mass-to-mobility (amu) 52.2±6.3 181.3±10.9, 204.4± 12.3, 346.1± 16.6
Number of hydration (n) 1–2 0–1, 0, 0–1
Ion mass (amu) 19.0 171.6b, 217.9b, 343.2
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a Data from Ref. [25].
b Data from Ref. [21].

long with 400 �L of buffered solution (pH 4.0) in a 2 mL glass
ial. After the addition of sodium chloride and a magnetic stirring
ar, the vial was hermetically closed with a PTFE/silicon septum
nd tightly sealed with an aluminum cap to prevent sample loss
ue to evaporation. To achieve equilibrated samples, the vial was
eated in a circulating water bath at 45 ◦C for 15 min before the
tart of HS-SPME analysis. Fibers were conditioned prior to the
se by inserting them into the IMS injection port for 5 min. The
Py-DS fiber was exposed to the headspace over the stirring liquid
ample for 5–30 min, depending on the experiment. After comple-
ion of sampling step, the fiber was withdrawn into the needle and
emoved from the sample vial. The fiber was then immediately
nserted into the injection port of the IMS for thermal desorption
nd analysis. Tablets of CAP were prepared by Iran Daru Company
Tehran, Iran). Four, 25 mg CAP/tablet were grounded in an agate

ortar. A sample equivalent to one tablet was carefully weighed and
nally dissolved in de-ionized water, and the flask was sonicated for
0 min. The resulting solution was separated by filtration and the
esidue was washed three times with water. The filtrate was trans-
erred quantitatively into a calibrated volumetric flask and diluted
o a final volume of 100 ml with water. An aliquot of this solution
as diluted with buffer solution (pH 4.0) to prepare different con-

entration levels (50 ng mL−1 and 70 ng mL−1) and was analyzed by
tandard addition methods.

. Result and discussion

.1. Optimization of IMS conditions

In the positive mode of IMS, the analyte is ionized in ion-
olecular exchange reactions with reactant ions. For identification

urposes, reduced mobility (K0) is often used instead of drift time.
educed mobilities are calculated for positive ion mode using
H2O)nH+ as the calibrant. The reduced mobility is normalized to
standard pressure (760 torr) and temperature (273 K). Reduced
obility can be calculated using Eq. (1),

o(unknown) = Ko(standard)× td(standard)
td(unknown)

(1)
here Ko is the reduced mobility with the units of (cm2 V−1 s−1),
nd td is the drift time. Different mass–mobility correlation curves
ave been published in the last few years [36–40]. The regression
quation of the mass-to-mobility correlation curve for corona dis-
harge IMS as shown in Eq. (2) and agreement with investigations
of Bell et al. [36].

log m = −0.52 Ko + 2.95 (2)

The peaks observed in the corona discharge IMS spectra can be
assigned to ions formed by hydrogen abstraction and clustering
with water. Therefore, in Eq. (2) m is the mass of product ions. The
top spectrum of Fig. 1 shows the background signal of the IMS. The
3D mass-to-mobility spectrum based on mass-ion mobility corre-
lation equation was calculated and shown in Fig. 1b. The right view
spectrum of Fig. 1b shows IMS spectra of CAP sampling by PPy-DS
fiber from the headspace above the heated pure solid sample. There
are three distinct peaks, (C1, C2, C3), that can be used as a finger-
print tool in the identification of CAP. The primary peak, labeled
C1, has a drift of 8.55 ms (Ko = 1.33 cm2 V−1 s−1), and the other
peak, labeled C2 has drift times of 9.27 ms (Ko = 1.23 cm2 V−1 s−1).
The third small product ion peak is observed with a drift time of
14.53 ms (Ko = 0.79 cm2 V−1 s−1). Considering the above-described
findings, the peaks observed in the ion mobility spectra can be
identified by mass–mobility correlation (left view of Fig. 1b). Peaks
labeled C1 and C2 were identified as C8H14NOS+, C9H16NO3S+. The
peak labeled C3 has a mass of 346 amu and is suggested to be a
C16H28N2O2S2

+ (dimer of C1). These assignments were made on
the basis of the mass spectrum analyses that have been previously
reported in the literature [21]. The mass spectral analysis revealed
that it contained two ions with m/z 171.26 and 218. In the mass spec-
trum, the peaks with mass 343 that corresponded to the drift time
14.53 ms in IMS spectra (it may be dimer of C1) were not reported.
The reduced mobility of ions together with their corresponding
mass-to-mobility and standard deviations are listed in Table 1. The
peak at 9.27 ms was integrated for all quantitative analysis.

The next step was the optimization of the desorption temper-
ature. The efficient desorption of CAP from the fiber is critical
for this technique to achieve good repeatability, high sensitivity,
and to prevent excessive carryover between analysis. An SPME-
IMS desorption temperature optimization study was conducted to
determine the response vs. desorber temperature profile of CAP
from the PPy-DS fiber. The sample concentration and extraction
parameters were kept the same for each of the temperature stud-
ies conducted from 120 ◦C (m.p. of CAP) to 240 ◦C. The extraction
temperature and the drift tube temperature remained constant

throughout the experiments. Fig. 2 shows the results of the desorber
temperature profiles at 120–240 ◦C. The response of CAP increased
as the desorber temperature was raised from 120 ◦C to 200 ◦C and
reaches a plateau. The carry over was measured with one blank
injection following the initial desorption. At the desorption tem-
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Fig. 2. Effect of desorption temperature on the response sensitivity of HS-SPME
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f CAP by PPy-DS. Concentration of CAP: 50 ng mL−1; NaCl: 5 mol L−1; extraction
ime, 20 min; pH 4.0; extraction temperature, 45 ◦C; stirring speed, 600 rpm; cell
emperature, 150 ◦C.

erature of 220 ◦C CAP was fully desorbed from the fiber coating
fter a 60 s desorption period with no carry over’s observed in blank
njections.

In the IMS, cell temperature has a significant effect on both the
inetics and thermodynamics of the ion-molecular exchange pro-
ess between reactant ions and analyte [41]. The influence of cell
emperature in the ranges of 120–200 ◦C was investigated. The peak
ntensity of CAP was noticeably affected by the cell temperature,
s shown in Fig. 3. This figure shows that the peak enhances with
ncreasing cell temperature, and reaches a maximum intensity at
50 ◦C. With an additional increase in the cell temperature, peak
ntensity decreases. This behavior may be attributed to deprotona-
ion of an analyte. According to these concepts, the mechanism for
he ion-molecular exchange reaction may be written as

3O+ + CAP
Kex←→H2O+ CAPH+ (3)

APH+ +M
k2−→CAP+MH+ (4)

here Kex and k2 are the exchange equilibrium constant and depro-
onation rate constant, respectively. M is competed species; CAPH+

nd MH+ are the protonation form of analyte and competitor
espectively. If the steady-state hypothesis is applied to the con-
entration of CAPH+, the overall rate of reaction becomes

ate = Kex
k2[H3O+][CAP][M]

[NH3]
(5)
Therefore, the overall rate constant is the exchange equilibrium
onstant multiplied by the deprotonation rate constant of CAPH+.
he overall activation energy for the exchange and deprotonation

ig. 3. Effect of cell temperature on the response sensitivity of HS-SPME of CAP by
Py-DS. Concentration of CAP: 50 ng mL−1; NaCl: 5 mol L−1; extraction time, 20 min;
H 4.0; extraction temperature, 45 ◦C; stirring speed, 600 rpm; desorption temper-
ture, 220 ◦C.
ta 79 (2009) 479–485

process is given by

E = RT2
(

d ln Kex
k2

dT

)
=�H◦ex + E2 (6)

where R, T, �Hex
◦, and E2 are the gas constant, absolute tempera-

ture, standard enthalpy of exchange process, and activation energy
of deprotonation reaction, respectively. It is noted that as the tem-
perature increases, the [CAPH+] concentration decreases revealing
that there is a shift in the equilibrium toward the deprotonaed form
of analyte and a decreasing signal with the increase in temperature.
The optimum temperature for CAPH+ is about 150 ◦C.

Different IMS shutter widths were tested with SPME-IMS. Dif-
ferent shutter gate widths 50–500 �s were tested with SPME-IMS.
It was observed that when the 380 �s shutter gate width was used,
the best sensitivity, peak shape and separation between peaks could
be obtained. Therefore, 380 �s was chosen as the optimal shut-
ter gate width for all of the following experiments. In order to
obtain a stable signal, corona voltages in the range of 2400–3000 V
was investigated. The results indicated that the signal intensity
increased with increasing the corona voltage, reaching a maximum
at 2600 V. Therefore, all experiments were conducted by applying
2600 V between the corona electrodes. The optimized instrumental
conditions for obtaining the IMS spectra of the analyte are listed in
Table 1.

3.2. Optimization of HS-SPME conditions

In order to obtain the optimized extraction conditions and best
extraction efficiency, we used the maximum of peak height of ana-
lyte as the IMS response to evaluate the extraction efficiency under
different conditions. To optimize the method, all the microextrac-
tions were performed from the headspace of water solution spiked
with CAP. The effect of the main extraction parameters, such as the
sample pH, exposure time, sampling temperature, salt concentra-
tion, and stirring rate of the sample were studied.

The sample pH is an important factor, which may affect the
recovery of CAP from water. To increase the extraction recovery
of CAP, it was necessary to acidify the sample. To study the effect
of sample pH on the extraction of CAP from water samples, the
PPy-DS fiber was exposed to the headspace over the stirring liquid
samples for 20 min with same concentration in the 50 ng mL−1 level
at different pH values (2, 2.5, 3, 3.6, 3.9, 4, 4.2, 4.7, and 5.7).

Fig. 4 depicts the supplemented distribution curves calculated
with the acidity constants [15,42,43] for the CAP system. The upper
part (a) shows the distribution curves as a function of pH, while
the lower part (b) gives the intensity of the CAP IMS peak at var-
ious pH values. The Fig. 4a clearly illustrates that the CAP exists
in four different forms in the pH interval 1–12. The curves clearly
demonstrate that the predominant species is the neutral CAP form
at pH 4. Fig. 4b shows the IMS peak intensity obtained at different
pH with the maximum recovery obtained at pH 4. At this pH, the
acid–base equilibrium for the CAP shifts significantly toward the
neutral forms which have higher vapor pressure, greater affinities
toward the film, and therefore increased extraction efficiencies.

The time and temperature of extraction determines the maxi-
mum amount of analyte that can be extracted by the fibers which
additionally controls the sensitivity of the method. The effect of
extraction time was studied in the range of 5–30 min for spiked-
water samples at same concentration in the 50 ng mL−1 level. Fig. 5a
shows that the analytical signal increases quickly with sampling
time in the range of 5–20 min. After 20 min, a decrease in adsorp-

tion capacity was observed with increasing extraction time. This
was probably attributed to desorption.

Extraction temperature also plays an important role in the
adsorption of analytes; it influences the rates of mass transfer, and
the partition coefficients of the analyte. The extraction temperature
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Fig. 4. Influence of pH on the distribution curves (a) and HS-SPME-IMS efficiency
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f CAP with PPy-DS (b). Concentration of CAP: 50 ng mL−1; NaCl: 5 mol L−1; extrac-
ion time, 20 min; extraction temperature, 45 ◦C; stirring speed, 600 rpm; desorption
emperature, 220 ◦C; cell temperature, 150 ◦C.

rofile for extraction efficiencies are shown in Fig. 5b. The extraction
fficiency increases as the solution temperature is enhanced. How-
ver, a significant decrease in adsorption capacity was observed
hen temperature increased (>45 ◦C). Because adsorption is gen-

rally an exothermic process, the partition coefficient of analytes
etween headspace and fiber is expected to decrease. Thus, a sig-
ificant decrease in adsorption capacity was observed when the
emperature was increased from 45 ◦C. Finally, the time and temper-
ture of extraction were selected at 20 min and 45 ◦C as optimized
alues of these parameters respectively.

The salting-out effect was assessed by the addition of NaCl to the
xtracting solution in a range of 0–5 mol L−1. As expected, under the
ame conditions the extraction efficiency increases as the concen-

ration of NaCl increases. Efficiency maximum was obtained with

5 mol L−1 NaCl. The addition of salt has a significant effect on
he extraction of CAP. Further analyses were conducted with the
ptimum 5 mol L−1 NaCl solution.

able 2
ynamic linear range (DLR), correlation coefficient (R2), intra-/inter-day precision (R.S.D
S-SPME-IMS using PPy-DS fiber and comparison with several different methods.

ethod DLR (ng mL−1) Correlation coefficient (R2)

PLC [8] a 20–4,000 0.9993
C–MS [14] a 10–5,000 0.993
C-MS-MS [21] 25–3,000 0.9995
PV b [15] 1,800–10,000 0.9991
S-SPME-IMS c 10–300 0.9987

a With derivatization.
b Differential pulse voltammetric.
c This work.
Fig. 5. Effect of extraction time (a) and extraction temperature (b) on the HS-SPME
efficiency of CAP with PPy-DS. Concentration of CAP: 50 ng mL−1; NaCl: 5 mol L−1;
stirring speed, 600 rpm; desorption temperature, 220 ◦C; cell temperature, 150 ◦C.

Agitation of the sample improves mass transfer in the aqueous
phase and induces the convection in the headspace. Therefore, equi-
librium between the aqueous and headspace can be achieved more
rapidly. So, sample stirring reduces the time required to reach the
equilibrium by enhancing the diffusion of the analyte towards the
fiber. The results revealed that extraction efficiency increases as the
stirring speed is enhanced and reaches a maximum and remains
constant above 600 rpm. Thus, for all further experiments a stirring
rate of 600 rpm was used.

3.3. Quantitative analysis

Dynamic linear range, correlation coefficient of calibration
graph, reproducibility, and detection limit of CAP with proposed
method are listed in Table 2. The linear ranges of the method
were tested by extracting different aqueous and plasma stan-
dards with increasing concentrations. The precision of the method
was determined by performing five consecutive fiber extractions
from aqueous and plasma solution with a concentration level at

−1
PPy-DS fiber was 3.2% and 2.5% for aqueous and plasma solu-
tion respectively. The limits of detection for CAP in aqueous and
plasma blank samples when using the optimized conditions were
determined to be 7.5 and 6.3 ng mL−1, respectively, at a signal-

. %, n = 5) and limit of detections for the analysis of CAP in plasma sample with

Intra-day R.S.D.% Inter-day R.S.D.% LOD (ng mL−1)

7.8 10.9 7
3.1–4.3 2.9–4 10
2.6– 9.7 5–10 7.6
2.5–3.5 – 760
1.5–3.5 1.2 6.3–7.5d
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Table 3
Detremination of CAP in tablet and human plasma samples by multiple standard addition method in optimum condition with HS-SPME-IMS.

Sample Concentration (ng mL−1) Correlation coefficient (R2) Relative recovery (%) R.S.D. %

Level Added standard Found

Tablet 50 10,20,50,100,150, 200 49.8 ± 1.7 0.9964 99 3.9
70 10,20,50,100,150, 200 66.3 ± 2.5 0.9967 95 2.9
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uman plasma Intra-day 0, 70, 200 183.2 ±
Inter- day 0, 50, 100 179.6 ±

o-noise ratio (S/N) of 3. Comparing the HS-SPME-IMS results for
he extraction and determination of CAP using PPy-DS fiber with
iterature data from several methods [8,14,15,21] shows that the
roposed method has very good analytical parameter for analyzing
AP (Table 2). However, the limited linear ranges were observed for
his analysis. Fig. 6a displays the IMS spectrum obtained for non-
piked and spiked blank plasma samples using HS-SPME at optimal
onditions.

.4. Real samples

The applicability of HS-SPME-IMS method to real samples was
nvestigated for a positive human plasma sample and tablet. Blood
lasma sample was collected up to 80 min after oral administration
f CAP tablet to an aged, female volunteer patient. Fig. 6b displays
he IMS spectrum obtained for non-spiked and standard addition
lasma samples using HS-SPME at optimal conditions. The concen-
ration of CAP was determined by the standard addition method.
he quantitation of CAP in this sample was determined by per-

orming a linear regression analysis on the standard added sample.
able 3 shows the quantitative results of the intra-/inter-day preci-
ion of this method for the plasma samples. The comparative results
f the two analyses did not reveal any significant difference within

ig. 6. The ion mobility spectrum obtained by HS-SPME-IMS using a PPy-DS fiber
nder optimum conditions for non-spiked and spiked blank plasma samples (a) and
ositive human plasma sample and standard addition with 70 and 200 ng mL−1 of
AP (b).

[

0.9997 – 1.2
0.9996 – 1.0

a 95% confidence level with a global quantification error of ≤1.2%
for determination of CAP in plasma samples.

Finally, HS-SPME-IMS method was applied to the determination
of CAP in pharmaceutical sample by using the standard addition
method. Experimental conditions for these measurements were
similar to those described in Section 2.4. The precision of method
for the determination of CAP in the pharmaceutical preparations,
based on three replicates analysis, shows an R.S.D. < 4%. The analyt-
ical results are summarized in Table 3.

4. Conclusion

The HS-SPME-IMS method with dodecylsulfate-doped polypyr-
role (PPy-DS) film as a fiber was introduced and evaluated to
quantify CAP in human plasma and tablet samples as it is not
time consuming, without sample cleanups and derivatization.
The SPME-IMS combination possesses several attractive attributes
such as the simplicity of sample preparation, minimized sample
handling, and one step sample extraction/concentration directly
from the complex matrices sample into the IMS. The technique
offers good performance in terms of precision (R.S.D. < 4%), LOD
(6–7.5 ng mL−1) and because of simplicity and low equipment cost,
is well suited for the quantification of CAP in real samples, make
the HS-SPME-IMS method promising for routine analysis.
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a b s t r a c t

The phenolic-group capacities of five humic substances, such as, the Aldrich humic acid, the humic and
fulvic acids extracted from a soil, the humic and fulvic acids extracted from a peat have been precisely
determined by the non-aqueous potentiometric titration technique. The titration by KOH in the mixed
solvent of DMSO:2-propanol:water = 80:19.3:0.7 at [K+] = 0.02 M enabled to measure the potential change
vailable online 10 April 2009

eywords:
umic acid
ulvic acid
henolic-group

in a wide range of pOH (=−log [OH−]), and thus to determine the capacities of phenolic groups which could
not be precisely determined in the aqueous titration. The results of the titration revealed that the mean
protonation constants of the phenolic groups were nearly the same for all humic substances and close
to that of phenol in the same medium, indicating that each phenolic-group in the humic substances is
rather isolated and is not electronically affected by other affecting groups in the humic macromolecule.
on-aqueous titration
imethylsulphoxide (DMSO)

. Introduction

Humic substances (HS) are heterogeneous mixtures of high-
olecular weight organic materials formed by the decomposition

nd condensation of plant, animal and microbial materials, and
re present as colloids in the aquatic environment such as sea,
iver, lake, and even in deep underground environments where the
adioactive wastes are planned to be disposed of. It is commonly
ecognized that a humic substance having many functional groups
n the macromolecule interacts strongly with a variety of metal
ations to form complexes and affects the migration behavior of
adionuclides released from the disposed radioactive waste [1–5].
or that reason, numerous attempts have been carried out to model
nd describe the interactions of a humic substance with cations
uantitatively [6–20]. The proton exchange capacities of various
unctional groups in the humic substance are one of the funda-

ental parameters for the modeling of the cation–humic substance

nteraction and has been customarily determined by potentiomet-
ic acid–base titration in aqueous solution. This method is suitable
or the determination of the capacity of carboxylic group which
s the major contributor to the cation–humic substance inter-
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actions. However, the phenolic groups cannot be titrated as an
acid in aqueous solution because water is too acidic and present
in too high a concentration to permit the phenolate ion to be
formed stoichiometrically by titration with a base. Milne et al. [12]
mentioned that the reliable analytical window of potentiometric
titration using a glass electrode is 4 < pH < 10 in aqueous solu-
tion, where less than 55% of phenol (log Ka = log[HL]/[H][L] = 9.82
at I = 1.0 [21]) could be dissociated. Titration data obtained in this
pH range is insufficient to determine phenol or phenolic-group
concentration and their protonation constants. Nevertheless, the
development of precise determination method of the phenolic-
group on HS is desired since the phenolic-group is known as the
second important contributor next to the carboxylic group for
cation–HS interaction [2] and the large uncertainty in the phenolic-
group capacity is one of the main reasons to give the difficulty
in describing this interaction quantitatively. It is known that, in
less acidic non-aqueous solvents, this titration can be carried out
readily with a stronger basic titrant. Therefore, to determine the
total proton exchange capacities of HS, non-aqueous titrations in
dimethylformamide (DMF) [22–24], dimethylsulphoxide (DMSO)
[22,25], acetonitrile (AN) [24,26], isopropanol [26] and acetone
[26] have been tried in an attempt to avoid the deprotonation
effect of water. A good solvent for the titration should be suf-
ficiently weak in acidity to permit titration of the most weakly

acidic component and sufficiently weak in basicity to permit res-
olution of the most stronger acid components. Thus, by using
DMSO as a medium and potassium hydroxide as a titrant, we
have carried out a non-aqueous potentiometric titration for five
kinds of humic substances, i.e., Aldrich humic acid, IHSS (Interna-
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ional Humic Substances Society) soil humic acid, IHSS peat humic
cid, IHSS soil fulvic acid and IHSS peat fulvic acid. The titration
ystem consists of a glass electrode, a mixed solvent of DMSO:2-
ropanol:water = 80:19.3:0.7 and a titrant solution of potassium
ydroxide (KOH) in 2-propanol, where 2-propanol was used as a
olvent of KOH instead of DMSO since high concentration of KOH
ould form a slight precipitation in DMSO. Prior to the HS titra-
ion, the concentrations of benzonic acid and phenol in the above

entioned mixed solvent were determined by the same titration
ystem to confirm the reliability of the system. The obtained titra-
ion curves for HS were analyzed by applying a simple protonation

odel which we have proposed previously to describe the proto-
ation behavior of HS in aqueous solution [27,28]. The functional
roup capacities of carboxylic and phenolic groups thus deter-
ined were then compared with those determined by the aqueous

itration.

. Experimental

.1. Reagents

Four humic substances were purchased from International
umic Substance Society (IHSS); humic acid extracted from soil

Cat. No. 1S102H) and peat (Cat. No. 1R107H), abbreviated to SHA
nd PHA, respectively; fulvic acids extracted from soil (Cat. No.
S102F) and peat (Cat. No. 1R107F), abbreviated to SFA and PFA,
espectively. Another humic sample purchased from Aldrich Inc. in
odium form was purified as described in the literature [29–31],
hich is abbreviated to ALHA. Phenol was purchased from Aldrich

nc. Other reagents, such as, benzonic acid, dimethylsulphoxide
DMSO), 0.1 M KOH in 2-propanol solution and KCl were purchased
rom Wako Pure Chemical Industries and were used without further
urification.

.2. Potentiometric titration

Potentiometric titration was conducted by using the “Walling-
ord” automated titration system [32] equipped with two
utomatic burettes (Metrohm 665 Dosimat), a water-jacketed
lass vessel (Metrohm, 6.1418.220), a double-junction Ag/AgCl
eference electrode (Metrohm, 6.0726.100) and a glass electrode
Metrohm, 6.0133.100). The reference electrode was filled with
aturated lithium chloride ethanol solution. The non-aqueous
edium for the titration sample was a mixture of DMSO:2-

ropanol:H2O = 80:19.3:0.7 containing 0.02 M KCl. 0.7% of H2O was
dded in order to keep H2O activity constant in the sample solution
uring the titration process. The added hydroxide anion from the
itrant forms water molecule with proton dissociated from humic
ubstance, which would increase the H2O activity in the sample
olution. Since the relation between electrode potential (E/mV) and
log [OH−] (=pOH) shown in Fig. 1 depends on the H2O activity in
he sample solution, this activity change should be minimized by
oexisting certain amount of H2O initially both in the titrant and
ample solutions. There is a possibility that high concentration of
OH, like 0.1 M, would form a precipitate in DMSO. To avoid the for-
ation of this precipitate in the titrant stock bottle, KOH and DMSO
ere added separately into the titration sample, i.e., two kinds of

itrant solutions were supplied by using two respective automatic
urettes in this titration system, where “titrant A” was pure DMSO
nd “titrant B” was a mixture of 2-propanol:H2O = 29:1 containing

.0966 M KOH and 0.0034 M KCl. The titrant A and B were added
imultaneously from the two burettes by keeping a constant volume
atio of titrant A:titrant B = 4:1. Consequently, the final composition
f added titrant solution was DMSO:2-propanol:H2O = 80:19.3:0.7
ontaining 0.0193 M KOH and 0.0007 M KCl, which had the same
Fig. 1. The calibration curve of the glass electrode for the non-aqueous titration.

solvents ratio and K+ concentration as the titration sample medium.
These titrant and sample condition kept the composition of the
mixed solvents in the titration vessel constant during the titration,
so that the activity coefficient of proton could be regarded as con-
stant. Since keeping constant K+ concentration was also important
to get a linear relationship between mV readings of glass electrode
and pH or pOH especially in the non-aqueous titration, 0.02 M KCl
was added to the medium for the titration sample. As the titrations
were conducted in strong alkaline region, the titration vessel was
covered by a plastic bag and N2 gas was flowed continuously into
the bag to prevent the dissolution of carbon dioxide to the sample
solution from air.

The calibration of the glass electrode for the conversion of the
mV readings into pOH was conducted by the blank titration using
the above mentioned titrant and mixed non-aqueous medium. The
mV readings of the glass electrode in this blank titration was com-
pared with −log [OH−] (=pOH) calculated from the added KOH
concentration assuming KOH was dissociated completely in the
titration condition.

To confirm the reliability of the employed titration system,
3.5 g dm−3 of benzonic acid solution and 1.0 g dm−3 of phenol solu-
tion in the mixed non-aqueous medium were titrated. In these
titrations, the electrode potential was measured over a 0.5 min
interval following an initial delay of 1 min to allow adequate mixing
of the titrant after each addition of the titrant. The electrode read-
ing was recorded when its drift was less than±0.5 mV/min. The
drift of the mV reading of electrode potential tends to be larger in
this non-aqueous titration than that in the normal aqueous titration
system. When a stricter criterion was applied, the titration time was
extended too much, raising another concern for CO2 dissolution into
the sample. Therefore, relatively lenient criterion i.e.,±0.5 mV/min
was employed for the drift of the electrode reading in this work.
When this criterion had not been satisfied over 0.5 min, electrode
potential was measured over a 0.5 min interval again, and this pro-
cess was repeated maximum 20 times. The volume of the titrant
drop was automatically calculated at each titration step in order to

shift the pOH in the vessel 0.17 by one injection.

40 mg of the humic substances (ALHA, SHA, PHA, SFA and PFA)
in their acid form were dissolved in 30 ml of the mixed solvent
medium, and then, these solutions were titrated from pOH∼=17 to 3
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y the same titration system with the same criterion as the benzonic
cid titration.

. Results and discussion

.1. Glass electrode calibration

For the calibration of the glass electrode, the titrant solutions
ontaining 0.0193 M KOH were added to the blank medium of the
itration sample. As mentioned in Section 2.2, the activity coeffi-
ient of proton in the sample solution was kept constant during the
itration. Therefore, the glass electrode potential can be theoreti-
ally expressed by the following equation [33]:

(mV) = − 59.1 pH+ constant, at T = 25◦C (1)

he employed mixed solvent contains DMSO, 2-propanol and H2O,
herefore, the autoprotolysis reaction of this solvent is

mixed solvent) � H+
solvated + x(CH3SOCH2

−)+ y(C3H7O−)

+ z(OH−) (2)

here x + y + z = 1. Therefore, the autoprotolysis constant KSH is writ-
en by the following equation:

SH = [H+][CH3SOCH2
−]x[C3H7O−]y[OH−]z (3)

he value of this pKSH (=−log KSH) was unknown but was kept
onstant during the titration since the composition of the mixed
olvents was constant during the titration. The pKSH of pure H2O is
4.0 [34] which is much smaller than those of pure DMSO (>33.3
35]) and 2-propanol (= 20.8 [34]), meaning H2O is extremely dis-
ociable in comparison with DMSO and 2-propanol. For this reason,
he coefficients in Eq. (2) can be regarded as

+ y� z � 1. (4)

herefore, Eq. (3) can be approximated to

SH = [H+][OH−] (5)

n consequence, pKSH of the employed mixed solvent is expressed
y

KSH = pH+ pOH (6)

y using Eq. (6), Eq. (1) is rewritten as

(mV) = −59.1 pH+ constant = −59.1 (pKSH − pOH)+ constant

= 59.1 pOH+ B (7)

here, B is a constant parameter depending on the composition
f the mixed solvents. Since KOH is considered to dissociate com-
letely and the autoprotolysis of the employed mixed solvent is
egligible under the applied titration window for the electrode
alibration, pOH can be approximated to−log [KOH]total in the cali-
ration. Fig. 1 is a calibration curve of the employed glass electrode
here the B value, that is the intercept of the fitted solid line by Eq.

7), was derived as (−857.4±0.3) mV.

.2. The non-aqueous titration

To demonstrate the validity of the non-aqueous titration tech-
ique, the concentrations of benzonic acid and phenol were
etermined by the potentiometric titration in the mixed non-
queous medium which is the same as that used in the titration

f the humic substances. The titration curves of the benzonic
cid solution and the phenol solution are shown in Fig. 2(a) and
b), respectively. The equivalence points of the both titrations can
e reliably determined from the maximum points of differential
urves (=dE/dml). The benzonic acid concentration determined
Fig. 2. Demonstrative non-aqueous titration curves of (a) benzonic acid, and (b)
phenol.

from the titrant volume consumed before the equivalence point in
Fig. 2(a) was 0.0287 M which agreed well with the real concentra-
tion 0.0288 M calculated from the measured weight of the benzonic
acid powder used in the sample preparation. On the other hand, the
phenol concentration determined from the titration curve shown in
Fig. 2(b) was 0.0111 M which is 1.8% higher than the concentration
calculated from the measured weight of the phenol. The reason of
this “over estimation” is supposed to be the absorption of carbon
dioxide to the sample from air. This effect was not observed in the
benzonic acid titration. Since the pOH value of equivalence point
of the benzonic acid titration was higher ([OH−] was lower) than
those of the phenol titration, less amount of CO2 was supposed to
be absorbed in the sample. From the result of this phenol titration,

it is expected that the phenol group capacities of humic substances
might be overestimated about 2% by the non-aqueous titration due
to CO2 effect even when CO2 gas is eliminated from the titration
vessel as possible by N2 gas flowing. By the analysis of the titra-
tion curves shown in Fig. 2, the pOH1/2 values of benzonic acid and
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clear at present. The larger deviations in the estimated values in
Table 1 and a slight difference in the shape of the curve for phenol
A. Kirishima et al. / T

henol in this non-aqueous medium were determined as

OH1/2(benzonic acid) = 12.77± 0.01 (8)

OH1/2(phenol) = 6.78± 0.02 (9)

here the pOH1/2 was the pOH value at ˛ (the degree of dissocia-
ion) = 0.5.

.3. Humic substance titration

The five humic substances, ALHA, SHA, SFA, PHA and PFA, in
he mixed solvent medium were titrated by the above mentioned
itrant solution containing KOH. The obtained titration curves are
espectively shown in Fig. 3(a) ALHA, (b) SHA, (c) SFA, (d) PHA and
e) PFA. The vertical axes in Fig. 3 are the amount of the dissociated
unctional group equivalent, (R−) (mequiv./g), that is derived from
he charge balance equation.

H+]+ [K+] = [OH−]+ [Cl−]+ [R−] (10)

here [R−] is the concentration of the dissociated functional group
n mol/dm3. Under the employed titration condition, [H+] is negli-
ible due to [H+]� [OH−]. Thus, Eq. (10) can be described by

T[R−] = (R−)wg × 10−3 = −VT10−pOH + CKOHVtitrant (11)

here VT, wg, CKOH and Vtitrant are the total volume of the solution
n the titration vessel (dm3), the weight of humic substance (g), the
OH concentration in the titrant (mol/dm3) and the added titrant
olume (dm3), respectively. (R−) can be calculated by Eq. (11). In our
revious study [27], we have proposed a simple and approximate
xpression to describe the interaction of a humic substance with
ations,

og Kapp = log K + a log ˛− b log[Na+]−m log[M] (12)

app = [ML]
[M][R−]

(13)

here [ML] and [M] are the concentrations of bound and free cation,
Na+] is the bulk sodium ion concentration in the background elec-
rolyte solution, ˛ is the degree of dissociation and log K, a, b, m are
onstant parameters depending on the cation and HS. In the aque-
us titration system, this equation was successfully applied to the
rotonation of the each functional group [28] in the form of

ogKi,app = log Ki +mipcH− b log[Na+], (14)

i,app =
[HR]

[H][R−]
, (15)

here two groups of apparent protonation constants, K1,app and
2,app, were employed for the protonation of carboxylic and pheno-

ic groups which were considered to be contained in HS. From Eqs.
14) and (15), the degree of dissociation of each functional group is
xpressed by the following equation as a function of pH and [Na]
ith three parameters, logKi, mi and b,

i =
1

1+ [H]Ki,app
= 1

10log Ki+(mi−1)pH−blog[Na+] + 1
(16)

he parameter b is taken as common to two acidic groups since
his parameter is related to the charge and charge density of
he macromolecule and not dependent on the kind of functional
roups. Therefore, the sum of the dissociated functional groups
R−), expressed in mmol per 1 g of humic substance, is given by

R−) = CW
R,1˛1 + CW

R,2˛2 =
CW

R,1
+
10logK1+(m1−1)pH−blog[Na ]+1

+
CW

R,2

10logK2+(m2−1)pH−blog[Na+] + 1
(17)
79 (2009) 446–453 449

where the first and second terms, represented by subscripts i = 1 and
2, describe the contribution from the carboxylic and the phenolic
groups, respectively, and CW

R,1 and CW
R,2 mean the total carboxylic- and

phenolic-group concentrations in mequiv./g. In the non-aqueous
titration system adopted in this study, the measurable parameter
is pOH instead of pH and the bulk cation concentration is constant.
Thus, the apparent protonation constant is expressed in the form
of

logKi,app = log K ′i −mipOH (18)

Eq. (16) can be transformed to the following equation using Eq. (5)
and (18),

˛i =
1

1+ (KSH/[OH])Ki,app
= 1

10log KSH+pOH+log K ′
i
−mipOH + 1

= 1

10log K ′′
i
+(1−mi)pOH + 1

(19)

where

logK ′′i = log K ′i + log KSH (20)

Consequently, Eq. (17) is transformed to describe (R−) in the non-
aqueous titration system as

(R−) = CW
R,1˛1 + CW

R,2˛2 =
CW

R,1

10logK ′′
i
+(1−m1)pOH+1

+
CW

R,2

10log K ′′
i
+(1−m2)pOH+1

(21)

The titration curves in Fig. 3 were organized to give the relation of
(R−) versus pOH by Eq. (11) and were fitted to Eq. (21) by non-linear
least-squares fittings. In Fig. 3, the red dot curve and blue dot curve

are CW
R,1/(10log K"

1
+(1−m1)pOH + 1) and CW

R,2/(10log K"
2
+(1−m2)pOH + 1),

respectively obtained by this fitting, expressing the dissociation of
carboxyl group and phenol group in HS, while the black solid line is
the summation of the dissociated carboxyl and phenol groups. The
best set of the fitting parameters, log K ′′1/(m1 − 1), log K ′′2/(m2 − 1),
m1, m2, CW

R,1 and CW
R,2 for each humic substance thus obtained are

listed in Table 1. Here, it is noted that the values of log K ′′1/(m1 − 1)
and log K ′′2/(m2 − 1) mean the pOH values at ˛i = 0.5 for the car-
boxylic and the phenolic groups, respectively, because of Eq. (19)
and the following relation:

˛i =
1

10log K ′′
i
+(1−mi)pOH + 1

= 1
2

, pOH = log K ′′
i

mi − 1
(22)

As given in Table 1, the carboxylic-group and phenolic-group capac-
ities of the humic substances were successfully determined with
relatively small deviations. The phenolic-group capacity is always
less than that of carboxylic-group for all the humic substances
regardless of the kind of humic or fulvic acids. An interesting ten-
dency is found in the comparison of log K ′′

i
/(mi − 1) values that

correspond to the mean protonation constant of the functional
group in the humic substance. The log K ′′2/(m2 − 1) values for the
phenolic-group agree well for nearly all humic substances except
SHA, and are close to the pOH1/2 of phenol given in Eq. (9). This
fact indicates that each phenolic-group in the humic substances is
rather isolated and is not electronically affected by other affect-
ing groups in the non-aqueous medium, so that its protonation
behavior is similar to that of simple phenol molecule. The reason
for the deviation of SHA from the other humic substances is not
groups in Fig. 3(b) may suggest some unknown experimental defect
in the titration procedure. Since the mean protonation constant
strongly depends on the nature of solvent medium, the determined
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Fig. 3. Non-aqueous titration curves of the humic substances. (a) Aldrich humic acid, (b) soil humic acid, (c) soil fulvic acid, (d) peat humic acid and (e) peat fulvic acid. The red
and blue dotted lines are fitting curves for the carboxylic and phenolic groups, respectively. The solid line is the summation of the both functional groups. (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of the article.)
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Table 1
The obtained parameters for the protonation of humic substances from the non-aqueous titration.

CW
R,1/mequiv. g−1

log K ′′
1

m1−1 m1 CW
R,2/mequiv. g−1

log K ′′
2

m2−1 m2

ALHA 5.34(4) 13.97(3) 0.77(1) 1.91(6) 6.81(4) 0.66(1)
SHA 4.80(12) 14.06(8) 0.76(1) 2.39(30) 5.55(22) 0.76(3)
PHA 4.42(7) 13.66(5) 0.76(1) 3.29(11) 6.62(4) 0.72(1)
SFA 5.84(5) 13.84(3) 0.74(1) 2.66(9) 6.45(4) 0.68(1)
PFA 5.20(6) 13.68(5) 0.76(1) 3.50(8) 6.46(4) 0.54(2)

The digits in the parentheses following numerical values represent the estimated standard deviations (�) of those values in terms of the final listed digits.

Table 2
The obtained parameters for the protonation of humic substances from the aqueous titration.

CW
R,1/mequiv. g−1 log K1

1−m1
m1 b CW

R,2/mequiv. g−1 log K2
1−m2

m2

ALHA 4.93(15) 3.46(6) 0.65(2) 0.28(2) 1.86(29) 9.13(54) 0.64(4)
SHA 4.41(4) 3.57(3) 0.64(1) 0.28(1) 0.91(7) 8.77(8) 0.15(8)
PHA 4.46(16) 3.07(9) 0.65(3) 0.33(3) 2.19(42) 9.02(61) 0.63(5)
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FA 5.40(14) 3.06(6) 0.57(3)
FA 5.20(4) 3.01(5) 0.66(2)

he digits in the parentheses following numerical values represent the estimated st

og K ′′2/(m2 − 1) values for the non-aqueous medium is not directly
pplicable for the protonation of the phenolic-group in aqueous
edia. Nevertheless, our result from the titrations of five humic

ubstances reveals important information, that is, the mean pro-
onation constant of the phenolic-group of humic substances can
e approximated to that of simple phenol molecule in the non-
queous medium. On the contrary, the log K ′′1/(m1 − 1) values of
ll the humic substances are much larger than the pOH1/2 of ben-
onic acid given in Eq. (8), meaning that the carboxylic groups in
he humic substance are electronically affected each other, so that
heir proton dissociation are rather promoted than that of simple
enzonic acid in the same medium.

.4. Comparison of non-aqueous and aqueous titration systems

To compare the capacities of the functional groups in the humic
ubstances determined by the non-aqueous titration with those

etermined by the aqueous titration, the same humic substances
ere titrated in an aqueous titration system by using the same

itration instrument, where NaCl and NaOH were used as the
ackground electrolyte and the titrant, respectively. The obtained
itration curves were organized to give the relation of (R−) versus

Fig. 4. The comparison of the titration curves for Aldrich humic acid
0.20(1) 2.31(53) 9.49(99) 0.77(3)
0.28(1) 1.69(25) 9.16(26) 0.48(6)

d deviations (�) of those values in terms of the final listed digits.

pH by Eq. (10) and were fitted to Eq. (17). The obtained parameters
were summarized in Table 2 where the values of log K1/(1−m1)
and log K2/(1−m2) mean the pH values at ˛i = 0.5 for the carboxylic
and the phenolic groups, respectively. In contrast to the parame-
ters listed in Table 1, log K2/(1−m2), m2, and CW

R,2 in Table 2 for
the phenolic groups contain large uncertainties. When the titra-
tion curves of ALHA in the non-aqueous and the aqueous systems
are compared as in Fig. 4, the reason of the large uncertainties
for those obtained in the aqueous titration can be easily under-
stood. In Fig. 4(b), from the comparison of (R−) values at the end
point of the titration (=5.54 mequiv./g) and calculated carboxylic
and phenolic-group dissociation curves, it was regarded that almost
100% of carboxylic group (∼=4.93 mequiv./g) and less than 33% of
phenolic-group (<0.61 mequiv./g) had been dissociated at the end
point of aqueous titration, which was insufficient for the quantita-
tive determination of the phenolic-group capacity. Contrary to this,
it was regarded from Fig. 4(a) that more than 97% of phenolic-group

had been dissociated at the end point of non-aqueous titration. As
a result, the curve-fitting gave the phenolic-group capacity with
relatively small uncertainties. It is commonly understood that the
functional group capacity of polymer acid can be regarded as an
independent quantity of the types of solvent media, therefore, the

between (a) non-aqueous titration, and (b) aqueous titration.
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ig. 5. The comparison of the functional group capacities for the five humic subst
queous titration curves were fitted with a fixed parameter log K2/(1−m2) = 9.82. (©

henolic-group capacities of the five kinds of humic substances
btained in this study are considered to be applicable to the study
n the humic substance chemistry in aqueous solution system. Fur-
hermore, the non-aqueous titration technique employed in this
tudy coupled with the analysis by using the cation–humic interac-
ion model equation proposed by the authors [27,28] is considered
s an effective technique for the determination of the phenolic-
roup capacity of a variety of humic substances.

Based on the above mentioned hypothesis concerning the mean
rotonation constant of the phenolic-group in the humic substance,
n approximate estimation method of the phenolic-group capac-
ty from simple aqueous titration data is proposed here, that is,
mploying the protonation constant of phenol molecule in the
queous media as the fixed parameter of log K2/(1−m2) in Eq. (17),
nd then conducting the fitting of the aqueous titration curve of
he humic substance in the same way. This simple approximation

ethod works effectively as shown in Fig. 5. Fig. 5(a) is a simple
omparison of functional groups capacities of the five humic sub-
tances between the non-aqueous titration result and the aqueous
itration result shown in Tables 1 and 2, respectively, indicating
hat the phenolic-group capacities tend to be estimated to be lower
y the aqueous titration than those by the non-aqueous titration,
hile no systematic difference is found in the carboxylic group

apacities. Contrary to this, as shown in Fig. 5(b), when the pro-
onation constant of phenol, i.e., log K = 9.82 for I = 1.0 [21] is given
o the Eq. (17) as the fixed parameter of the mean protonation
onstant of the phenolic-group (= log K2/(1−m2)), the calculated
henolic-group capacities by the fitting of the aqueous titration
ata get close to those calculated from the non-aqueous titration
ata. This simple approximation method is considered useful for the
e-estimation of published titration data of humic substance, or for
he rough estimation of the phenolic-group capacity only from the
queous titration data. Generally, the functional group capacity is
eeded for the study on the complexation of humic substance with
etal cations. If those reactions occur at pH < 5, the contribution

f phenolic-group is regarded as meager comparing with that from
he carboxylic group. Therefore, in such a case, the approximated
henolic-group capacity obtained by the above mentioned proce-
ure seems to be enough for the study of complexation reaction
etween humic substance and cation.
. Conclusion

The phenolic-group capacities of the five kinds of humic sub-
tances were successfully determined with small uncertainties by
he non-aqueous potentiometric titration using a mixed solvent

[
[
[
[

[

. (a) The aqueous titration curves were fitted without any fixed parameter, (b) the
carboxylic group capacity, (�) the phenolic-group capacity.

of DMSO:2-propanol:H2O = 80:19.3:0.7 with KOH titrant solution.
From the analysis of the titration curves, it was found that the mean
protonation constants of the phenolic-group were close for nearly
all humic substances, indicating that the each phenolic-group tends
to be isolated and is not electronically affected by other affecting
groups, so that its protonation behavior can be approximated to
that of simple phenol molecule.
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a b s t r a c t

A one-step microwave-assisted headspace solid-phase microextraction (MA-HS-SPME) has been applied
to be a pretreatment step in the analysis of aqueous pyrethroid residuals by gas chromatography (GC)
with electron capture detection (ECD). Microwave heating was applied to accelerate the vaporization of
pyrethroids (bioallenthrin, bifenthrin, fenpropathrin, cyhalothrin, permethrin, cyfluthrin, cypermethrin,
fluvalinate, fenvalerate and deltamethrin) into the headspace, and then being absorbed directly on a SPME
fiber under the controlled conditions. Optimal conditions for the SPME sampling, such as the selection
of sampling fiber, sample pH, sampling temperature and time, microwave irradiation power, desorption
temperature and time were investigated and then applied to real sample analysis. Experimental results
indicated that the extraction of pyrethroids from a 20-mL aquatic sample (pH 4.0) was achieved with the
best efficiency through the use of a 100-�m PDMS fiber, microwave irradiation of 157 W and sampling

◦
ater analysis at 30 C for 10 min. Under optimum conditions, the detections were linear in the range of 0.05–0.5 �g/L
with the square of correlation coefficients (R2) of >0.9913 for pyrethroids except bifenthrin being 0.9812.
Method detection limits (MDL) were found to be varied from 0.2 to 2.6 ng/L for different pyrethroids
based on S/N (signal to noise) = 3. The coefficients of variation (CVs) for repeatability were 7–21%. A field
underground water sample was analyzed with recovery between 88.5% to 115.5%. This method was proven

and s
ueou
to be a very simple, rapid,
of trace pyrethroids in aq

. Introduction

Synthetic pyrethroids are widely used as pest control agents in
gricultural production and hygienic treatments in houses due to
heir advantage of low hazard to users and rather low environmen-
al impact [1]. Chronologically, they were the fourth major group of
nsecticides developed (after organochlorines, organophosphates
nd carbamates) [2]. As a major group of insecticide widely used
n the world, the residue analysis of pyrethroids in crops, foods
nd environmental matrices is of importance in agricultural and

nvironmental sciences. Therefore, a rapid, convenient, accurate
nd sensitive method is required to monitor their concentrations
n water samples.

∗ Corresponding author. Tel.: +886 4 22853148; fax: +886 4 22862547.
E-mail addresses: hplee@tactri.gov.tw (H.-P. Li), jfjen@dragon.nchu.edu.tw

J.-F. Jen).
1 Tel.: +886 4 23302101x401; fax: +886 4 23324738.

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.04.013
olvent-free process to achieve the sample pretreatment before the analysis
s samples by gas chromatography.

© 2009 Elsevier B.V. All rights reserved.

Chromatographic techniques have been considered as the best
methods to determine pyrethroids in different sample matrix
[2–8]. Before carrying out the chromatographic analysis of sam-
ples, pretreatment and preconcentration are important steps
for ultratrace analysis. Previous studies have set forth various
extraction techniques for pyrethroids in samples, including the
liquid–liquid extraction (LLE) [2,5,6,9], solid-phase extraction (SPE)
[8,10], or matrix solid-phase dispersion [4,7,11]. Although such
pretreatments efficiently yield precise results, they are tedious,
time-consuming, hazardous to health due to the usage of organic
solvents, and highly expensive with respect to the disposal of sol-
vents.

In the past decades, the solid-phase microextraction (SPME)
technique has been developed as a simple, rapid and less solvent
consumption process [12] typically applied to pyrethroids sam-

pling [13–17]. The headspace (HS) SPME sampling method has been
applied to eliminate interference and aging problems of the fiber
from complicate matrices [18–19] commonly found in the direct
immersion (DI) approach. Sample heating has also been intro-
duced in HS-SPME to accelerate the evaporation of analytes into
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eadspace for sampling [19–21]. However, it was still unfavor to
PME sampling due to adsorption/absorption is an exothermic pro-
ess [22–23]. Zhang and Pawliszyn [23] thus developed an interlay
ooled solid-phase microextraction device to improve the HS-SPME
fficiency. Ghiasvand et al. [24] also applied a cold-fiber HS-SPME
evice to decrease fiber temperature and increase extraction quan-
ity of PAHs from sediment. Both offered efficient and precise
esults. However, the direct internal cooling at extremely low tem-
erature with liquid CO2 was suspected to affect the SPME fiber’s
hysical properties and may lead to irreversibly damage to the
PME surface.

In this decade, microwave energy was investigated and widely
pplied in accelerating sample digestion, extraction and chemical
eactions [25–26]. We have recently investigated use of microwave
eating to enhance the vaporization of semi-volatile analytes (e.g.
hlorophenols and organochlorine pesticides) for one-step HS-
PME sampling before GC analysis [27–29]. Huang et al. [30] also
pplied successfully the same technique to analyse semi-volatile
rganic compounds in aqueous samples. Therefore, MA-HS-SPME
as the potential to become an alternative pretreatment method

or collection of pyrethroids from aqueous sample before GC-ECD
nalysis.

Our primary aim in this study is to demonstrate the applicability
f the one-step MA-HS-SPME coupled to GC-ECD, which combines
he fast microwave heating and control of sampling temperature
or HS-SPME sampling of pyrethroids in aqueous samples toward
ffective GC determination. Our results showed that this analytical
rocedure is a rapid, convenient, sensitive and eco-friendly way to
nalyze pyrethroids in aqueous samples.

. Materials and methods

.1. Reagents and solutions

A Millipore Milli-Q water purification system (Bedford, MA, USA)
as used to produce deionized water for all aqueous solutions. All

hemicals and solvents used were of ACS reagent grade. Pesticides
analytical-standards grade) including bioallenthrin, bifenthrin,
enpropathrin, cyhalothrin, permethrin, cyfluthrin, cypermethrin,
uvalinate, fenvalerate and deltamethrin purchased from Dr
hrenstorfer (Augsburg, Germany) and Riedel-deHäen (Hannover,
ermany), were used for preparing standard stock solutions with-
ut further purification (purity was >95% for all pesticides).
tandard stock solutions of 1000 mg/L pesticides were prepared
ndividually in n-hexane (Merck, Darmstadt, Germany), then
iluted to 0.01 mg/L as working solution by adding n-hexane. All
tandards and working solutions were stored at 4 ◦C in silanized
rown glass bottles with Teflon-lined caps. Disodium hydrogen
hosphate (Na2HPO4) and citric acid monohydrate (C6H8O7·H2O)
btained from Merck (Darmstadt, Germany) were used to prepare
arious pH buffer solutions. Sodium chloride and sodium hydrox-
de were obtained from Riedel-dehäen. Hydrochloric acid (36.4%)
as from J.T. Baker (Phillipsburg, USA). The high purity nitrogen

as (99.999%) as carrier gas was obtained from local supplier (Lien-
wa, Taichung).

.2. Apparatus

The GC used in this work was a Hewlett-Packard 6890 (Agilent
echnologies, Palo Alto, CA, USA) equipped with a split/split-

ess injector and an electron capture detector (ECD, 63Ni). The

icrowave oven used in this work was a modified version of
he domestic NN-L520 inverter system (2450 MHz, Panasonic
anada Inc., Mississauga, ON, Canada) with a maximum power
f 1100 W. It was equipped with a cooling system connected to
(2009) 466–471 467

a water circulating machine (YIH DER BL-720, Taipei, Taiwan) to
reduce the effective power of microwave irradiation. A headspace
temperature-controlled sampling chamber located in a cooling
water jacket was externally connected to a water circulating
machine (temperature-control cooler) for temperature control. A
microwave stirrer (Scienceware, Garner, NC, USA) was used for
stirring the sample solution at 300 rpm during extraction. After
modification, the effective powers of microwave irradiation of 67,
124, and 157 W for P2, P3, and P4, respectively, were used in this
study. The assembly of MA-HS-SPME sampling system was simi-
lar to our previous study [29]. Aluminum foils were attached to
the inner- and outer-walls of the microwave oven between the
microwave body and the headspace sampling apparatus in order
to prevent irradiation leakage. A MD-2000 microwave leak detec-
tor (Less EMF, Albany, NY, USA) was used to check the safety aspects
of the equipment during the experiments.

The SPME device consisting of a holder (SUPELCO 57331)
and fiber assembly for manual sampling was obtained from
Supelco (Bellefonte, PA, USA) and was used without modifica-
tion. Seven types of fibers with 1 cm in length were examined in
this study including coatings of PDMS (100 and 30 �m), CW-DVB
(65 �m), PDMS-DVB (65 �m), DVB-CAR-PDMS (50/30 �m), CAR-
PDMS (75 �m) and PA (85 �m) (Supelco). Before use the fibers were
conditioned under nitrogen in the hot injection port, according to
the manufacturer’s instructions. The needle on the SPME manual
holder was set at its maximum length of 4 cm in the GC injection
port. A desorption temperature of 290 ◦C held for 3 min was used
to produce the highest sensitivity for pyrethroids. All analyses were
performed with a 50-mL flask with ground-glass joints containing
20 mL aqueous sample with 2 mL buffer solution (pH 4.0). The flask
was connected to water condenser through a 5-mL hollow glass
tube (5 mm i.d.) having been silanized. Prior to the experiment, all
the glassware were thoroughly cleaned in the order of soap solu-
tion, deionized water, acetone, and again in deionized water, before
being dried continuously in the oven at 80 ◦C for about 4 h. Two sets
of flasks and condensers were used alternately, because the inner
surfaces of flasks and condensers should be thoroughly cleansed by
acetone and deionized water between runs to prevent the carryover
problem from the glassware setup.

2.3. Procedures

2.3.1. One-step MA-HS-SPME
20 mL aqueous sample containing pyrethroids was mixed with

2 mL buffer solution (pH 4.0) in a 50-mL flask with ground-glass
joints. After swirling, the flask was placed in the microwave oven
and connected to the HS-SPME system. A SPME device with a fiber
was inserted into the hollow part of the condenser which was
connected to a cooling system. The pyrethroids in sample solu-
tion, with stirring at 300 rpm, were vaporized with water into
headspace and absorbed in-situ on the SPME fiber in the headspace
by microwave irradiation at 157 W for 10 min. After collection of the
pyrethroids, the SPME fiber was withdrawn from headspace and
desorbed immediately in the GC injector for GC-ECD analysis.

2.3.2. GC-ECD analysis
After desorption from the SPME fiber in the hot GC injector

(290 ◦C held for 3 min), pyrethroids were separated on a fused sil-
ica DB-608 capillary column (30 m×0.25 mm i.d., 0.25 �m film
thickness) (J&W Scientific, Folsom, CA, USA). Nitrogen was used
as carrier gas and makeup gas at flow rates of 2.5 and 30 mL/min,

respectively. The oven temperature was maintained at 190 ◦C for
1.0 min then programmed at 40 ◦C/min to 230 ◦C held for 3.0 min,
and then at 20 ◦C/min to 270 ◦C which was held for 13 min. The sep-
arated species were measured by electron capture detector held
at 300 ◦C.



4 nta 79 (2009) 466–471

3

H
p
i
i
a

3

o
o
(
f
n
m
a
t
p
p
o
o
t
t
fi
c
d
r
n

F
(
p
p
t
5
d

68 H.-P. Li et al. / Tala

. Results and discussion

To attain the optimum extraction efficiency of the one-step MA-
S-LPME method for pyrethroids analysis by GC-ECD, the following
arameters were investigated systematically. These parameters

nclude selection of fiber coating, microwave irradiation power and
rradiation time, pH of the sample solution, sampling temperature
nd the desorption condition.

.1. Selection of SPME fiber coating

The extraction efficiency of a SPME method greatly depends
n the polarity of fiber coating and the physiochemical properties
f target analytes as well as the sample matrix. Although PDMS
100 �m) was recommended as the most appropriate fiber coating
or the study of pyrethroids in water matrix [14,31], however, some
ew complex-polymer SPME fibers have been developed and com-
ercial available. Therefore, seven commercial SPME fiber-coatings

s described in the section of apparatus were evaluated. A for-
ified aqueous sample (20 mL water containing 0.5 �g/L of each
yrethroid) was analyzed triplicate by use of each fiber to sam-
ling. After the MA-HS-SPME sampling at the power irradiation
f 157 W for 10 min and GC-ECD determination, the results by use
f different fibers are illustrated in Fig. 1(a). It can be seen that
he PDMS fiber owns the highest extraction efficiency for bioallen-
hrin, cyhalothrin, cyfluthrin, cypermethrin and fenvalerate. The
ber coated with mixed PDMS/DVB polymer is also suitable for

ollecting bifenthrin, fenpropathrin, permethrin, fluvalinate and
eltamethrin. Because the fiber coatings are examined to their
elative absorption ability for all pyrethroids, the summation of
ormalized quantities of pyrethroids absorbed on the tested fiber

ig. 1. (a) Extraction efficiency of pyrethroid pesticides with different SPME fibers.
b) Relative absorption quantity of individual fiber coating to the whole interested
yrethroids MA-HS-SPME conditions: 20-mL sample containing 0.5 �g/L of each
yrethroid pesticide, 10 min extraction at the power irradiation of 157 W with agi-
ation. Pesticides: 1. bioallenthrin; 2. bifenthrin; 3. fenpropathrin; 4. cyhalothrin;
. permethrin; 6. cyfluthrin; 7. cypermethrin; 8. fluvalinate; 9. fenvalerate; 10.
eltamethrin.
Fig. 2. Extraction efficiency of pyrethroid pesticides under different microwave
powers MA-HS-SPME conditions: 20-mL sample containing 0.5 �g/L each pyrethroid
pesticide, 10 min extraction at different microwave irradiation power with agitation.

by considering the highest peak area obtained to be 1 was eval-
uated [3], as demonstrated in Fig. 1(b). It can be seen, the PDMS
(100 �m) is with the highest absorption quantity, and PDMS/DVB
(65 �m) is next. Therefore, the PDMS (100 �m) fiber was recom-
mended to headspace sampling of pyrethroids for compromising
the extraction efficiency of all 10 pyrethroids.

3.2. Optimization of microwave irradiation conditions

In this study, microwave irradiation was applied to accelerate the
vaporization of the pyrethroids from water sample into headspace
for one-step MA-HS-SPME sampling. Microwave irradiation was
optimized at effective powers of 67, 124 and 157 W for 6–12 min
for sampling. Experimental results indicate that the effective irra-
diation power of 157 W resulted in better extraction efficiency
than the others for all interested pyrethroids as demonstrated in
Fig. 2. During the extraction, the relative extraction quantity of
whole pyrethroids increased significantly at the beginning, reached
maximum levels at 10 min, and leveled to constant after that.
Therefore, microwave irradiation with effective irradiation power
of 157 W for 10 min is recommended to the MA-HS-SPME sampling
for pyrethroids in this study.

3.3. Selection of sampling temperature

In the present study, the microwave-assisted heating technique
improves the release of analyte from the sample matrix into the
headspace. A circulation cooling water system was designed to con-
trol the temperature of the sampling area to increase the partition
coefficient of the analyte between the SPME fiber and headspace.
The temperature in the sampling area was optimized from 10 to
50 ◦C for MA-HS-SPME sampling. Experimental results indicate that
the temperature at 30 ◦C in the sampling area resulted in better
extraction efficiency than the others for all interested pyrethroids,
and was thus used in the MA-HS-SPME sampling for pyrethroids.

3.4. Influence of sample pH

Proper adjustment of sample pH is often applied to enhance the
extraction efficiency in conventional LLE, SPE and immerse SPME
due to the partition of analytes in their neutral (molecular) forms,
which were considered favorable to the hydrophobic phase. In
headspace sampling, the extraction efficiency can be enhanced also

by keeping the target molecules in their non-ionized forms through
the pH adjustment. The pH in the sample solution was optimized
from 2.0 to 13.0 for MA-HS-SPME sampling. Experimental results
indicate that the relative extraction quantity of all 10 pyrethroids
increased significantly at the beginning with pH, reached max-
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Fig. 3. Influence of pH in sample matrix on the extraction efficiency.

mum levels at pH 4.0, and declined after that as illustrated in
ig. 3. Therefore, the pH of sample solution was adjusted to 4.0
efore MA-HS-SPME to obtain the optimum extraction efficiency
f pyrethroids.

.5. Thermal desorption conditions in GC injection port

In general, desorption of analytes from the SPME fiber in the hot
C injector at a higher-temperature or a long-time is required to
nsure all the analytes being completely desorbed and then injected
nto the separation column. However, thermal desorption of ana-
ytes at low temperature should extend desorption period which

ight decrease separation efficiency and worsen the resolution of
icinal peaks. Because the vapor pressures of pyrethroids are low
elatively and they are unstable at high temperature, the thermal
esorption temperature and time in the hot GC injection port were
ptimized to achieve sensitive quantification and prevent mem-
ry effects. After a series of tests, desorption of pyrethroids was
ptimum at 290 ◦C for 3 min. After desorption at this condition, no
ignificant signals of pyrethroids appeared in the chromatogram
fter re-injection. Thus, no further regeneration of the fiber was
equired between runs.

.6. Features of the proposed method

The applicability of the proposed method for quantitative
etermination of pyrethroids was examined by adding different
oncentrations of standard pyrethroids spiked in reagent water and
ubjecting them to the complete treatment process (i.e., MA-HS-

PME and GC-ECD analysis). A chromatogram obtained, under the
onditions described in the section “GC-ECD analysis” from spiked
queous samples (as 0.5 �g/L each) is presented in Fig. 4(a). Calibra-
ion plots for quantities of pyrethroids in the ranges listed in Table 1
ere found to have good linearity with the square of correlation

able 1
he calibration parameters for pyrethroids with the present MA-HS-SPME method.

Pesticides Linear range (�g/L) n Equation

Bioallenthrin 0.05–0.5 5 y = 272188x−
Bifenthrin 0.05–0.5 5 y = 432892x−
Fenpropathrin 0.05–0.5 5 y = 268879x−
Cyhalothrin 0.05–0.5 5 y = 370411x−
Permethrin 0.05–0.5 5 y = 88014x−
Cyfluthrin 0.05–0.5 5 y = 118251x−
Cypermethrin 0.05–0.5 5 y = 94692x−
Fluvalinate 0.05–0.5 5 y = 47377x−
Fenvalerate 0.05–0.5 5 y = 78799x−

0 Deltamethrin 0.05–0.5 5 y = 39846x−
a Spiking 0.5 �g/L pyrethroids; R2: square of correlation coefficient.
(2009) 466–471 469

coefficients (R2) being better than 0.9913 except bifenthrin being
0.9812. Calibration plot data are listed in Table 1. Method detection
limits (MDLs) were calculated on the basis of three times the stan-
dard deviation of the detection signal for the lowest concentration
(n = 7) in the calibration plot, divided by the detection sensitivity
(slope of calibration plot) and then varied from 0.02 to 2.6 ng/L for
interested pyrethroids. Precision was estimated by performing five
extractions of sample solutions spiked with all studied pyrethroids
at the concentration levels used for the calibration plots. Coeffi-
cients of variation (CVs) ranged from 7% to 21%, thereby showing
satisfactory results for pyrethroids determination in samples. From
the slope ratio of the correlation equation by the present method
to that by direct injection method (pyrethroids prepared in organic
solvent), pyrethroids being collected onto the SPME fiber ranged
from 0.14% to 4.10%.

3.7. Analysis of real sample

To examine the applicability of the method for pyrethroids deter-
mination in an actual aqueous sample, a field underground water
sample was collected from the agriculture area, Shi-Hu, Yun-Lin
County, Taiwan, and subsequently analyzed with the use of the
proposed method after adjusting the pH to 4.0. The chromatogram
of pyrethroids in underground water is shown in Fig. 4(b), and all
pyrethroids taken for this study were below the detection limits
from the underground water sample. Recovery was tested to inves-
tigate the effect of the actual sample matrix by spiking 0.5 �g/L
of each pyrethroid standard in the underground water sample
before subjecting the spiked samples to the proposed MA-HS-SPME
extraction and GC-ECD analysis. Fig. 4(c) illustrates the pyrethroids
chromatogram in the spiked underground water sample. Recover-
ies of the pyrethroids were calculated from the measured quantity
of spiked sample minus the measured quantity of sample, divided
by the spiked quantity and then varied from 88.5% to 115.5%, as
listed in Table 1. This accuracy is deemed acceptable in environmen-
tal analysis. When adding humic acid from 0% to 0.5% to a sample
solution containing 0.5 �g/L of each pyrethroid standard, and sub-
sequently analyzed with the use of the proposed method after
adjusting the pH to 4.0, no considerable chance in the peak areas
of pyrethroids in the chromatogram. Besides, no significant inter-
ference occurred when adding metal ions up to 300 �g/mL of Ca2+

and Mg2+ and 30 �g/mL of Fe3+ and Al3+. The microwave irradiation
apparently decreased the interaction forces between pyrethroids
and humic acid or prospective aqueous metal ions (Ca2+, Mg2+, Fe3+

and Al3+) from these results.
3.8. Comparison of the present method with the SPE and LLE/SPE
methods

The present one-step MA-HS-SPME method was compared with
the conventional LLE/SPE method [32] and SPE method [33] in the

R2 CV (%) Recovery (%)a MDL (ng/L)

3967 0.9960 21 115.5 0.4
1527 0.9812 17 89.8 0.2
4311 0.9947 14 97.0 0.4
1265 0.9986 20 88.9 0.2

1294 0.9913 13 102.3 1.2
1724 0.9980 13 92.0 0.9

704 0.9990 15 91.4 1.0
508 0.9945 17 90.1 1.8
731 0.9981 7 88.5 1.3
584 0.9992 18 88.6 2.6
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ig. 4. GC-ECD chromatograms (a) standard pyrethroids spiked in water (0.5 �g/L);
ater sample (0.5 �g/L). Peaks: 1. bioallenthrin (4.185 min); 2. bifenthrin (7.457 m

0.722 min); 6. cyfluthrin (11.268, 11.402 and 11.587 min); 7. cypermethrin (12.294,
5.911 min); 10. deltamethrin (18.941 min).

etermination of pyrethroids. The field underground water spiked
ith pyrethroid standards (0.5 �g/L of each) was as the fortified
ample. After being pretreated by the procedures of these methods,
yrethroids were analyzed by GC-ECD. Table 2 lists the analytical
esults of these methods. It is obvious the extraction efficiency of
he proposed one-step MA-HS-SPME method is much better than

able 2
omparison of the present MA-HS-SPME method with LLE/SPE and SPE methods.

Methods LLE/SPE SPE

Sample quantity 89 mL + 11 mL buffer* 900 mL +

Sorbent Florisil C18

Recovery (%) RSD (%) MDL (ng/L) Recovery

Bioallenthrin 41.7 13 9 70.5
Bifenthrin 100.5 2.0 6 50.5
Fenpropathrin 96.4 1.4 6 59.9
Cyhalothrin 95.4 6.2 3 32.6
Permethrin 93.4 1.7 31 54.3
Cyfluthrin 87.0 4.7 8 34.4
Cypermethrin 87.6 6.8 9 34.1
Fluvalinate 92.9 14 5 49.9
Fenvalerate 89.9 5.9 5 30.2

0 Deltamethrin 97.4 6.3 3 49.4

* pH 4 buffer solution.
ld underground water sample; (c) spiked pyrethroids sample in field underground
. fenpropathrin (8.119 min); 4. cyhalothrin (8.540 min); 5. permethrin (10.505 and

and 12.684 min); 8. fluvalinate (13.549 and 13.853 min); 9. fenvalerate (15.117 and

that of the SPE method and is comparable to that of the LLE/SPE
method. The detection limits of pyrethroids by the present method

are thus lower than both conventional methods. Although the pre-
cisions of data by the present method are worsen than the LLE/SPE
and slightly better than the SPE method, the levels are still accept-
able in environmental analysis. Table 3 lists the comparison of the

MA-HS-SPME

100 mL buffer* 18 mL + 2 mL buffer*

PDMS fiber

(%) RSD (%) MDL (ng/L) Recovery (%) RSD (%) MDL (ng/L)

5 1 115.5 21 0.4
23 1 89.8 17 0.2
10 1 97.0 14 0.4
19 1 88.9 20 0.2
22 6 102.3 13 1.2
20 2 92.0 18 0.9
20 2 91.4 15 1.0
28 1 90.1 17 1.8
23 1 88.5 7 1.3
30 1 88.6 18 2.6
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Table 3
Comparison of sources used between LLE/SPE and MA-HS-SPME.

Method characters LLE/SPME MA-HS-SPME

Sample size 20 mL 20 mL
Acetone 20 mL No
Petroleum ether 30 mL No
Methylene chloride 62 mL No
Total solvent used >127 mL (including washing) No
10% NaCl 5 mL No
Sodium sulfate 20 g No
Total time-expense (including GC analysis) 3 h 25 min
G
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lassware >10 items
pparatus SPE set-up, Sep. funnel, Filte
orbent Florisil SPE cartridge (Dispo
aterial cost (per sampling) US$ 3.82

roposed method with the LLE/SPE method in sources-expense in
ach sample pretreatment. It is obvious that with the proposed MA-
S-SPME method, it took only 25 min to finish a sample analysis and
o organic solvent and less sources were required in the sample
retreatment of pyrethroids before GC analysis.

. Conclusion

In this study, a one-step microwave-assisted headspace solid-
hase microextraction (MA-HS-SPME) is found to be an effective
nd much improved analytical procedure for pyrethroids analysis.
rom the results of the applicability test for pyrethroids determi-
ation in the field ground water sample, the present approach is

ound to be a simple, rapid, sensitive, inexpensive and eco-friendly
rocedure to collect analytes from aqueous samples.
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An electrochemiluminescence (ECL) sensor based on Ru(bpy)3
2+–graphene–Nafion composite film was

developed. The graphene sheet was produced by chemical conversion of graphite, and was character-
ized by atomic force microscopy (AFM), scanning electron microscopy (SEM), and Raman spectroscopy.
The introduction of conductive graphene into Nafion not only greatly facilitates the electron transfer of
Ru(bpy)3

2+, but also dramatically improves the long-term stability of the sensor by inhibiting the migra-
tion of Ru(bpy)3

2+ into the electrochemically inactive hydrophobic region of Nafion. The ECL sensor gives
−7 −4
lectrochemiluminescence
raphene
ensor
u(bpy)3

2+

a good linear range over 1×10 to 1×10 M with a detection limit of 50 nM towards the determination
of tripropylamine (TPA), comparable to that obtained by Nafion-CNT. The ECL sensor keeps over 80% and
85% activity towards 0.1 mM TPA after being stored in air and in 0.1 M pH 7.5 phosphate buffer solution
(PBS) for a month, respectively. The long-term stability of the modified electrode is better than electrodes

fion– 2+

ssful

lectrochemistry modified with Nafion, Na

the ECL sensor was succe
samples.

. Introduction

Graphene, a flat monolayer of carbon atoms tightly packed into
two-dimensional (2D) honeycomb lattice, is the basic build-

ng block for graphitic materials of all other dimensionalities
wrapped up into 0D fullerenes, rolled into 1D nanotubes or
tacked into 3D bulk graphite). It is a rapidly rising star in mate-
ial science that exhibits unique nanostructure and extraordinarily
lectrical properties [1]. Its physical properties have been exten-
ively studied; however, its analytical applications remain largely
nexplored, despite the anticipated intriguing properties. Among
arious approaches for preparation, graphene produced by chemi-
al conversion from graphite has received the most attention [2,3].
n this method, graphite is first exfoliated with strong acids and
xidative reagents to produce graphene oxide (GO), and then GO is
onverted to graphene by chemical reduction with amines [2,3]. The
s-prepared graphene contains a variety of oxygen functionalities
–OH, –O–, and –COOH) and is negatively charged when dispersed
n water [2,4]. The presence of negatively charged groups and the

onductivity of graphene make it attractive matrix for the immobi-
ization of positively charged molecules in electrochemistry, such
s Ru(bpy)3

2+.

∗ Corresponding author. Tel.: +86 431 85262747; fax: +86 431 85262747.
E-mail address: guobaoxu@ciac.jl.cn (G. Xu).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.020
silica, Nafion–titania, or sol–gel films containing Ru(bpy)3 . Furthermore,
ly applied to the selective and sensitive determination of oxalate in urine

© 2009 Elsevier B.V. All rights reserved.

Ru(bpy)3
2+ electrogenerated chemiluminescence (ECL) has been

given much concern in chemical analysis because of its wide appli-
cations, good electrochemical stability, and high ECL efficiency in
aqueous media [5–11]. It is widely used in immunoassays [12]
and DNA probe assays [13,14] as well as the determination of
alkylamines [15,16], hydroxyl compounds [17–19], persulfate [20],
oxalate, and organic acid [21] with high sensitivity and wide
dynamic range. The immobilizations of Ru(bpy)3

2+ onto a solid elec-
trode surface are important for Ru(bpy)3

2+ ECL applications because
it can simplify experimental design and reduce the consumption of
expensive reagent [22–26]. The cation-exchange polymer Nafion is
effective for the immobilization of Ru(bpy)3

2+ because of its high
ion-exchange selectivity coefficients for Ru(bpy)3

2+ and its electro-
chemical stability [27]. However, the migration of the Ru(bpy)3

2+

into the electrochemically inactive hydrophobic region of Nafion
results in poor long-term stability of the ECL sensor. Several mate-
rials have been introduced to Ru(bpy)3

2+–Nafion film to improve
performance, such as carbon nanotubes (CNT), silica, titania, and
zirconia [28–33].

In this study, Ru(bpy)3
2+ was incorporated into the

graphene–Nafion composite film through the electrostatic
interactions with negatively charged graphene and Nafion.

The introduction of graphene facilitates the electron transfer
of Ru(bpy)3

2+ and retards the migration of the Ru(bpy)3
2+ into

the electrochemically inactive hydrophobic region of Nafion.
The Ru(bpy)3

2+–graphene–Nafion modified electrode showed
good sensitivity and stability for the ECL determination of TPA.
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he detection limit was comparable to the ECL sensor based on
afion–CNT composite [33]. The ECL sensor was further applied

o the selective and sensitive determination of oxalate in urine
amples.

. Experimental

.1. Reagents

Tris(2,2′-bipyridyl)ruthenium(II) chloride hexahydrate and TPA
ere purchased from Aldrich. Nafion (20 wt.%) was purchased from

igma. K3Fe(CN)6 and sodium oxalate were purchased from Beijing
hemical Reagent (Beijing, China). Other reagents were of at least
nalytical grade and used as received. All solutions were prepared
ith doubly deionized water.

.2. Apparatus

Cyclic voltammetry (CV) experiments and ECL detections were
arried out with an MPI-A capillary electrophoresis ECL detector
Xi’an Remax Electronics Co. Ltd., Xi’an, China). A glassy carbon
GC, 3 mm in diameter) electrode, an Ag/AgCl electrode, and a plat-
num wire were used as working, reference, and counter electrode,
espectively. Scanning electron microscope (SEM) measurements
ere carried out on a PHILIPS XL-30 ESEM at an accelerating volt-

ge of 20 kV. Tapping-mode AFM imaging was performed on a
igital Instruments multimode AFM controlled by a Nanoscope

IIa apparatus (Digital Instruments, Santa Barbara, CA) equipped
ith an E scanner. A standard silicon cantilever tip from Dig-
tal Instruments was used. The scan rate was 1–1.5 Hz. Raman
pectra were measured with a Renishaw 2000 model confocal
icroscopy Raman spectrometer with a CCD detector and a holo-

raphic notch filter (Renishaw Ltd., Gloucestershire, U.K.). Radiation
f 514.5 nm from an air-cooled argon ion laser was used for the SERS
xcitation.

Fig. 1. (A and B) Tapping mode AFM images of graphene sh
(2009) 165–170

2.3. Preparation of GO

The oxidation of the graphite was carried out based on the Hum-
mers method [34]. 1 g graphite and 0.75 g NaNO3 were put into
a flask with stirring in an ice bath, and 62.1 g H2SO4 was added.
Then 4.5 g KMnO4 was added gradually through a funnel within 1 h.
After cooling for 1 h, the mixture was gently stirred at room tem-
perature for 5 days. So-prepared mixture was gradually added into
100 mL 5 wt.% H2SO4 within 1 h with successively stirring, and then
the mixture was further stirred for additional 2 h. After addition of
2.7 mL 30 wt.% H2O2, the mixture was stirred for another 2 h. The
mixture was filtered and washed with a solution containing 3 wt.%
H2SO4 and 0.5 wt.% H2O2 for several times, totally 200 mL. After
that, the mixture was washed with deionized water three times to
remove the remaining metal ions and acid. The resulted solid was
dried in air and stored for use.

2.4. Preparation of graphene from GO

The reduction of GO to graphene was conducted according to
Refs. [2,3]. Briefly, 12.8 mg GO was dispersed in 24.3 mL H2O to cre-
ate a 0.05 wt.% dispersion. Exfoliation of GO was achieved by the
ultrasonication of the dispersion for 45 min with a 494 W power.
The obtained homogeneous dispersion was mixed with 44 mL H2O,
22 �L hydrazine solution and 154 �L 25 wt.% ammonia solution in
a flask. After being vigorously shaken, the flask was put in a water
bath (95 ◦C) for 1 h with consistently stirring. Graphene dispersions
prepared according to the above procedure were used for further
characterization and film fabrication in this work.
2.5. Preparation of Ru(bpy)3
2+–graphene–Nafion modified

electrode

1 �L 20 wt.% Nafion was added into 39 �L graphene sample
solution with agitation to give a homogeneous solution (0.5 wt.%

eet on mica, (C) SEM image of the graphene on ITO.
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film-modified electrode is initially studied using TPA as a coreac-
H. Li et al. / Talan

afion). Then 5 �L of 0.5% pure Nafion solution or graphene–Nafion
olution was dipped on the clean GC surface and the solvents were
llowed to evaporate under ambient condition. Finally, the resulting
lectrode was immersed in 1 mM Ru(bpy)3

2+ solution for 30 min to
btain Ru(bpy)3

2+ modified electrode.

. Results and discussion

.1. Characterizations of the as-synthesized graphene

Fig. 1A–C displays the AFM and SEM images of the graphene
heets. Distinctive layered structure can be observed from these
mages. The graphene sheet has lateral dimensions from a few
undred nanometers to several micrometers, and a thickness of
1.2 nm. This height, larger than the value predicted by theory [35],

s due to individual graphitic sheets bearing oxygen-containing
roups on both faces. Similar results have also been reported [3,36].
orrugated sheets overlapping each other can be readily observed

n the SEM (Fig. 1C), because the sheet is soft and flexible, and elec-
ronic repulsion between layers leads to the bumps and wrinkles.

The structure changes occurring during the chemical reduction
rom GO to graphene are reflected in their Raman spectra (Fig. 2).
he Raman spectrum of the GO (Fig. 2a) displays a prominent G
eak at 1592 cm−1 and a D band at 1356 cm−1. The G peak corre-
ponds to an E2g mode of graphite and is related to the vibration
f sp2-bonded carbon atoms in a 2D hexagonal lattice, such as in
graphite layer. The D band associates with vibrations of carbon

toms with dangling bonds in plane terminations of disordered
raphite [37]. The Raman spectrum of the graphene (Fig. 2b) also
isplays both the G and D band (1601 cm−1 and 1344 cm−1), but
ith an increased intensity ratio of D and G band compared with

hat in GO. The intensity ratio of the D and G band is a measure of the
isorder, as expressed by the sp3/sp2 carbon ratio. The increase of
/G ratio suggests a decrease in the average size of the sp2 domains
pon reduction of the exfoliated GO.

.2. Electrochemical characterization of graphene–Nafion film

Fig. 3 shows typical CV of 1 mM K3Fe(CN)6 at Nafion modi-

ed electrode (curve a) and graphene–Nafion modified electrode
curve b) in 0.1 M KCl electrolyte (pH 5.2) at a scan rate of 10 mV/s
rom −0.2 V to 0.6 V. The CV curve was obtained immediately after
he modified electrodes had been immersed in solution, and the
eak currents was not changed by increasing the immersion time

Fig. 2. The Raman spectra of (a) GO and (b) graphene.
Fig. 3. CVs of 1 mM K3Fe(CN)6 at (a) Nafion modified electrode and (b)
graphene–Nafion modified electrode in 0.1 M KCl. Scan rate, 10 mV/s.

for both Nafion modified electrode and graphene–Nafion modi-
fied electrode in the electrolyte from 0 to 60 min. The anodic and
cathodic currents at the Nafion modified electrode were negligi-
ble (curve a), demonstrating that the one-electron redox behavior
of Fe(CN)6

3−/4− was blocked by Nafion film. In contrast, a pair of
well-defined oxidation and reduction peaks was observed at 0.3
and 0.15 V at the graphene–Nafion modified electrode (curve b),
indicating that conductive graphene facilitates electron transfer.

3.3. Electrochemistry and ECL of Ru(bpy)3
2+–graphene–Nafion

composite film

Fig. 4 shows CV of the Ru(bpy)3
2+–graphene–Nafion composite

film in 0.1 M pH 7.5 PBS at different scan rates. A pair of redox wave
characteristics of Ru(bpy)3

2+/Ru(bpy)3
3+ appears. The anodic peak

current is proportional to the square root of the scan rate over the
range of 20–400 mV/s, indicating that the immobilized Ru(bpy)3

2+

undergoes a diffusion process.
The ECL behavior of Ru(bpy)3

2+ encapsulated in the composite
tant. The ECL emission of the Ru(bpy)3
2+–TPA system resulted from

the reaction between the deprotonated TPA radical (TPA•) and elec-
trogenerated Ru(bpy)3

3+ to form [Ru(bpy)3
2+]*, which then decays

to produce orange emission (Eqs. (1)–(4)). TPA•was formed via cat-

Fig. 4. CVs of Ru(bpy)3
2+–graphene–Nafion modified electrode at various scan rates

(a) 20, (b) 50, (c) 100, (d) 150, (e) 200, (f) 300, and (g) 400 mV/s in 0.1 M pH 7.5 PBS.
Inset was the relationship between the anodic peak current and the square root of
scan rate.
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ig. 5. CVs of Ru(bpy)3
2+–graphene–Nafion modified electrode in the absence (dash

ine) and presence (solid line) of 0.1 mM TPA in 0.1 M pH 7.5 PBS at a scan rate of
00 mV/s.

lytic oxidation by electrogenerated Ru(bpy)3
3+ (Eq. (2a)) and direct

lectrode oxidation (Eq. (2b)) [38–43].

u(bpy)3
2+→ Ru(bpy)3

3+ + e− (1)

u(bpy)3
3+ +TPA → Ru(bpy)3

2+ +TPA• (2a)

PA → TPA• + e− (2b)

u(bpy)3
3+ +TPA• → Ru(bpy)3

2+∗ (3)

u(bpy)3
2+∗→ Ru(bpy)3

2+ +h� (610 nm) (4)

Fig. 5 shows CV of Ru(bpy)3
2+ immobilized in the

raphene–Nafion composite film-modified electrode in the
bsence (dash line) and presence (solid line) of 0.1 mM TPA. The
resence of TPA results in increase in the anodic peak current
nd decrease in the cathodic peak current, indicating that the
u(bpy)3

2+–graphene–Nafion composite film electrochemically
atalyze the oxidation of TPA. Meanwhile, the ECL signal increased
onsiderably in the presence of TPA. The corresponding ECL-
otential profile is shown in Fig. 6. The onset of luminescence
ccurred near 0.9 V and the ECL peak intensity occurred near 1.1 V,
here Ru(bpy)3

2+ is electrochemically oxidized.
The ECL intensity decreased with increasing scan rate over
–80 mV/s, and kept relatively constant in the range of 80–200 mV/s
Fig. 7A). The dependence of ECL intensity on the scan rate is
ttributed to the chemical kinetics of the ECL system and the rate
f TPA diffusion in the solid host [39–43].

ig. 6. ECL-potential curve for Ru(bpy)3
2+–graphene–Nafion modified electrode in

he absence (a) and presence (b) of 5 �M TPA in 0.1 M pH 7.5 PBS at a scan rate of
0 mV/s.
(2009) 165–170

The ECL intensity for TPA was greatly affected by the pH of
the buffer solution (Fig. 7B). It increased significantly from pH 4.0
up to pH 7.5 and slightly decreased at higher pH. This was sim-
ilar to the results obtained at the Nafion–CNT, Nafion–silica and
Nafion–titania composite film [28–30]. The Ru(bpy)3

2+/TPA ECL
reaction involves in the deprotonation of TPA and/or its radical
cations [39–43]. At lower pH, lower ECL response is attributed to
protonation of the TPA and/or its radical cations. The decrease in
ECL at pH higher than 7.5 is ascribed to significant side reaction
between OH− and electrogenerated Ru(bpy)3

3+.
The linear experiments were carried out in 0.1 M PBS pH 7.5

at a scan rate of 100 mV/s. The ECL signal varies linearly with
the concentration of TPA from 1.0×10−7 to 1.0×10−4 M. The
regression equation was I = 28.69 + 40.56 C (n = 7) with a correla-
tion coefficient of 0.9989, where I was ECL intensity and C was
the concentration of TPA (�M). The detection limit (S/N = 3) is
50 nM. The detection limit is lower than that obtained from the
Nafion–silica-, Nafion–titania-, or sol–gel-film modified ECL sen-
sors, and comparable to the ECL sensor based on Nafion–CNT
composite [26,29,30,33]. The relative standard deviation of the ECL
intensity from the modified electrode under continuous potential
scanning for six cycles from 0.2 to 1.4 V in 0.1 M pH 7.5 PBS con-
taining 4×10−5 M TPA is 2.14%. The modified electrode kept over
80% and 85% activity towards 0.1 mM TPA after being stored in
air and in 0.1 M pH 7.5 PBS for a month, respectively. It is more
stable than the Nafion-, Nafion–silica-, Nafion–titania-, or sol–gel-
film-modified ECL sensors, and is less stable than sol–gel-derived
titania–Nafion composite films [26,27,29,30,33]. The decrease in the
ECL signal in the present ECL sensor is probably due to the parti-
tion of Ru(bpy)3

2+ to the more hydrophobic regions of Nafion in
the graphene–Nafion composite films, as observed in the previ-
ous works with pure Nafion- and Nafion–titania-modified electrode
[27,30].

3.4. ECL detection of urine oxalate based on
Ru(bpy)3

2+–graphene–Nafion modified electrode

Oxalate, a product of protein metabolism, is excreted by the
kidney. High concentration of oxalate in urine accompanies many
diseases and mostly the presence of kidney stones [44,45]. So
that selective and precise detection oxalate is important for diag-
nosis analysis. A number of methods have been recommended
for oxalate determination in clinical laboratory analyses mainly
including chromatographic and enzymatic methods [44,45]. The
chromatographic methods are complicated and time-consuming
while the enzymatic methods are limited by the instability of
reagents. The Ru(bpy)3

2+ ECL, as a sensitive and selective method,
has been used to detect oxalate in vegetable, synthetic urine, urine,
and blood without coupling with separation techniques and any
chemically pre-treated process [46–50]. The notable selectivity in
the determination of oxalate is mainly because oxalate is a much
more effective coreactant than amino acids and ascorbic acid in
weakly acidic solution and neutral solution [51,52]. In this study,
we use oxalate as a representative analyte to test the feasibility of
sensitive ECL detection by Ru(bpy)3

2+–graphene–Nafion modified
electrode in real world sample.

The ECL peak intensity for oxalate reached a maximum value
at pH 6.0 in PBS, consistent with that observed in solution-phase
Ru(bpy)3

2+ ECL detection [21]. The ECL reaction mechanism of
Ru(bpy)3

2+ and oxalate can be described as follows [21]:
Ru(bpy)3
2+→ Ru(bpy)3

3+ + e− (5)

Ru(bpy)3
3+ +C2O4

2−→ Ru(bpy)3
2+ +C2O4

−• (6)

C2O4
−• → CO2

−• + CO2 (7)
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ig. 7. (A) The effect of scan rate on ECL intensity in 0.1 M pH 7.5 PBS containing 4.
PA at a scan rate of 100 mV/s.

u(bpy)3
3+ +CO2

−• → Ru(bpy)3
2+∗ +CO2 (8)

u(bpy)3
2+∗→ Ru(bpy)3

2+ +h� (610 nm) (9)

For oxalic acid, pKa1 = 1.23, pKa2 = 4.19, therefore the predom-
nant form at lower pH values is HC2O4

−, which underwent a
eaction sequence similar to that represented by Eqs. (5)–(9) with
he reactive intermediate now being CO2H•. CO2H• is a much
eaker reducing agent than CO2

−•, accounting for the pH depen-
ence of oxalate [21]. Oxalate was detected at a scan rate of
00 mV/s in 0.1 M pH 5.5 PBS to minimize interference from
mino acids and ascorbic acid in urine [26,27]. The ECL signal
aries linearly with the concentration of oxalate from 1.0×10−6

o 5.0×10−4 M. The regression equation was I = 175.9 + 17.3 C (n = 8)
ith a correlation coefficient of 0.999, where I was ECL intensity and
was the concentration of oxalate (�M). The RSD of six consecutive
eterminations of 1.0×10−5 M oxalate is 2.1%. The detection limit
S/N = 3) is 8×10−7 M, one order of magnitude lower than that at the
ure Nafion-modified electrode, and comparable with those at the
afion–silica- and Nafion–titania-composite-modified electrodes

27,29,30].
The concentration of oxalate in normal urine is range from about

.6×10−4 to 5.5×10−4 M [47]. In our study, the urine sample was
iluted to 50-fold. After dilution, oxalate concentrations in samples
re in the range between 3.2 and 11 �M. Interference study indi-
ated that 20 �M glycine and uric acid, 10 �M alanine, threonine,
ysine, leucine, histidine, and serine, 2.5 �M asparagine, phenylala-
ine, tryptophan, and ascorbic acid, and 0.5 �M proline, isoleucine,
lutamic acid, arginine, and cystine did not interfere with the deter-
ination of 3 �M oxalate (Table 1). The investigated concentrations
f ascorbic acid, uric acid and amino acids were higher than their
oncentrations in 50-fold diluted normal urine samples, respec-
ively. The tolerable limit of a foreign species was taken as a relative
rror less than 5%.

able 1
esults of interference study.

nalytesa Relative response Analytesa Relative response

xalate 100 Asparagine 101
lycine 101.9 Phenylalanine 100
ric acid 100 Tryptophan 100
lanine 100 Ascorbic acid 100
hreonine 102.8 Proline 101
ysine 100 Isoleucine 102.8
eucine 100 Glutamic acid 102.8
istidine 100 Arginine 100
erine 102.8 Cystine 100

a Oxalate, 3 �M; glycine and uric acid, 20 �M; alanine, threonine, lysine, leucine,
istidine, and serine, 10 �M; asparagine, phenylalanine, tryptophan, and ascorbic
cid, 2.5 �M; proline, isoleucine, glutamic acid, arginine, and cystine, 0.5 �M.

[

[
[
[

[
[

TPA and (B) the effect of buffer pH on ECL intensity in 0.1 M PBS containing 50 �M

The practicality of the proposed method was further demon-
strated by the determination of oxalate in urine samples. The
oxalate concentration in the urine sample of a health volunteer was
determined to be 4.13×10−4 M with an RSD of 2.6%. This urine sam-
ple was also supplemented with various concentrations of oxalate
(1.1, 1.8, and 2.7×10−4 M). The analytical recoveries and RSDs were
97.8–99.6% and 2.2–4.2%, respectively. All these data indicated the
feasibility of the ECL sensor for real world sample analysis.

4. Conclusions

Graphene was used as new material for the immobilization
of Ru(bpy)3

2+ for the first time. The introduction of conductive
graphene facilitates the electron transfer of Ru(bpy)3

2+ and the
interaction between negatively charged graphene and Ru(bpy)3

2+

retards the migration of the Ru(bpy)3
2+ into the electrochem-

ically inactive hydrophobic region of Nafion. As a result, the
Ru(bpy)3

2+–graphene–Nafion modified electrode showed good
sensitivity and stability for the ECL determination of TPA. Moreover,
the sensor shows good selectivity and sensitivity for the determina-
tion of oxalate in urine. The study shows that graphene holds great
promise for ECL applications.
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The feasibility of a microcolumn electrophoresis technique was investigated with a 100 mm length, 2 mm
I.D. fused-silica microcolumn packed with uniform quartz microncrystals prepared by hydrothermal
synthesis. To evaluate the separation technique, tryptophan, phenylalanine and tyrosine were primarily
separated by the microcolumn electrophoresis and detected at 216 nm without derivatization by an ordi-
nary spectrophotometer. The separation conditions of the amino acids were optimized. With 1.5 mmol/L
disodium phosphate buffer solution (pH 11.5) containing 25% (v/v) methanol and 10% (v/v) acetonitrile,

4

icrocolumn electrophoresis
uartz microncrystals
ydrothermal synthesis
lectrokinetic flow analysis
mino acids

the three amino acids were separated and the separation efficiency of tryptophan was 4.5×10 plates/m.
The limits of detection were 0.035, 0.22 and 0.20 �mol/L, respectively. The sample capacity of the elec-
trophoretic microcolumn achieved 35 �L. The proposed method was used to determine these amino acids
in compound amino acid injection samples without derivatization. For the simplicity and portability of
the microcolumn electrophoresis, it is studied as one of the high-performance separation techniques for
an in situ and real-time electrokinetic flow analysis system. For its high detection sensitivity and large

deve
sample capacity, it can be

. Introduction

Electrophoresis is one of the efficient separation techniques
n biochemical and clinical analysis. In particular, capillary elec-
rophoresis (CE) has been employed widely owing to its high
eparation efficiency, fast analytical velocity, low sample consump-
ion and multiform separation modes [1–7]. On the other hand, CE
as its shortcomings too, such as low sample loadability and dis-
atisfactory detection sensitivity, resulting from its small sample
olume and short light path of the separation capillary. However,
arge electrophoresis channel can enhance Joule heat and deterio-
ate the separation efficiency. The thermal broadening of analyte
ones is proportional to the sixth power of inner diameter of
lectrophoretic channel [8]. Thus, the separation capillary larger
han 0.2 mm I.D. is rarely adopted in CE. To improve detection
ensitivity, reduce Joule heat and enhance sample capacity, mil-
imeter monolith microcolumns filled with purchased fine quartz
and were proposed for electrochromatographic and chromato-

raphic separations of an electrokinetic flow analysis (EFA) system
y our group [9–11]. Although the thermal effect was reduced
nd the detection sensitivity was improved, the separation effi-
iencies of the monolithic microcolumns were not satisfactory

∗ Corresponding author. Tel.: +86 5513607072; fax: +86 5513603388.
E-mail address: yzhe@ustc.edu.cn (Y.-Z. He).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.04.010
loped for preparative electrophoresis.
© 2009 Elsevier B.V. All rights reserved.

because of the irregular shape and large size of the purchased quartz
sand.

In this paper, the feasibility of an electrophoresis technique was
investigated using a 2 mm I.D. fused-silica microcolumn packed
with uniform quartz microncrystals prepared by hydrothermal
synthesis. To evaluate the electrophoretic technique, three under-
ivatized amino acids of tryptophan, phenylalanine and tyrosine
were primarily separated by the proposed electrophoresis tech-
nique and detected at 216 nm by an ordinary spectrophotometer.
The separation conditions were optimized. The electrophoretic
technique was applied to the analysis of the three amino acids in
compound amino acid injection samples successfully.

The microcolumn electrophoresis is studied as one of the high-
performance separation techniques of the portable EFA system
[9–14], and can develop to be preparative electrophoresis.

2. Experimental

2.1. Chemicals and materials

Methanol and acetonitrile were of chromatographic grade. Other

reagents were of analytical grade. All the reagents were purchased
from Sinopharm Chemical Reagent (Shanghai, China). Silica gel was
obtained from Minuteness Nano-Technology (Shanghai, China).
Compound amino acid injection samples were purchased from
local drugstores. Distilled water was obtained from a tri-distilled
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ig. 1. Schematic diagram of electrokinetic flow analysis system. C, carrier; D, spec
F, glass frit; HC, holding coil; HV, high-voltage power supply; LP, light path; MA, m
t, platinum electrodes; QL, quartz lens; RB, running buffer; SC, separation column;

ater system (SZ-3 Huxi Analytical Instrument Factory, Shanghai,
hina).

Three stock solutions of 1.25 mmol/L tryptophan, 5.0 mmol/L
henylalanine and 5.0 mmol/L tyrosine were prepared by dissolving
ach reagent with distilled water and reserved at 4 ◦C. The mixed
tandard solutions were obtained by diluting the stock solutions
ith distilled water. 1.5 mmol/L disodium phosphate (pH 11.5) con-

aining 25% (v/v) methanol and 10% (v/v) acetonitrile was used
s the running buffer of the microcolumn electrophoresis, and
.5 mmol/L hexamethylene tetramine was adopted as the electroos-
otic pump carrier.
The fused-silica tubes of 2 and 1.5 mm I.D. were purchased

rom Lianyungang Dongxin Quartz Products (Jiangsu, China). Nylon
embrane with 0.20 �m pore size was obtained from Millipore

Cork, Ireland).

.2. Instrumentation

The EFA system consisted of one electrophoretic micro-
olumn unit, one laboratory-made electroosmotic pump, two
lectrophoretic power supplies (DYY-12C, 10–5000 V and DYY-III-4,
0–1600 V, Liuyi Instrument Factory, Beijing, China) providing the
oltages for electrophoretic separation and electroosmotic pump
espectively, one spectrophotometer (UV-9100, Rayleigh Analytical
nstruments, Beijing, China), one personal computer, one three-
ay solenoid valve (161T031, Nreseach, Caldwell, NJ, U.S.A.) and
–50 �L HPLC syringes (Gaoge Instruments, Shanghai, China), as
hown in Fig. 1. The laboratory-made electrophoresis microcol-
mn unit was composed of one electrophoretic microcolumn made
ith a 100 mm×2 mm I.D. fused-silica tube (separation column)

ointed with a 20 mm×1.5 mm I.D. fused-silica tube (detection
ube) by fritting and packed with uniform quartz microncrys-

als, one on-column optical detection unit assembled with two
uartz lenses of 4 mm focus and their brass holders fixed to the
eparation column, one PEEK flow interface installed on the top
f the electrophoretic microcolumn and one waste buffer reser-
oir.
otometer; DT, detection tube; EC, electrophoretic microcolumn; FI, flow interface;
ere meter; NM, nylon membrane; P, electroosmotic pump; PC, personal computer;

mple injection; V, solenoid valve; W, waste.

The flow interface was adopted to introduce the running
buffer solution and mount a high potential electrode for the elec-
trophoresis. The sample solutions were injected on the top of the
microcolumn through a lockable hole of the interface by a micro-
liter syringe. The running buffer was aspirated and propelled by
the electroosmotic pump at 2.0 mL/min (−500 V) and 0.1 mL/min
(25 V), respectively. The flow rate and direction of the pump were
regulated by the working voltage and voltage polarity. The relative
standard deviation (RSD) of the pump flow rate was 4.0%, measured
each 10 min in 4 h. The pump and solenoid valve were controlled by
a personal computer with a laboratory-made interface card and a
Visual C program written by our group. In addition, the carrier solu-
tion inside the pump chambers should be replaced immediately
after the pump was closed.

An ultrasonic cleaner (S-2200, 120 W, 35 kHz, J & L Technol-
ogy, Shanghai, China) was used for degassing of the standard and
buffer solutions. A high temperature oven (SG 2-3-10, 3 kW, 1000 ◦C,
Lixin Electric Apparatus Factory, Shanghai, China) was employed for
hydrothermal synthesis.

2.3. Preparation of quartz microncrystals

Referring to the preparation of quartz nanocrystals [15,16],
quartz microncrystals were prepared by hydrothermal synthesis in
a stainless steel autoclave with a nickel inner lining of 36 cm3. 1.8 g
silica gel was mixed with 27 mL, 0.41 mol/L potassium hydroxide
for 15 min by the ultrasonic cleaner and transferred into the nickel
lining of the autoclave. The autoclave temperature was enhanced
to 350 ◦C at 10 ◦C/min and kept at 350 ◦C for 2 h. After cooled to
room temperature, the quartz microncrystals were washed with
distilled water and ethanol by a centrifuge, and dried by a vacuum
drier. The crystalline phase was identified by an X-ray diffrac-

tometer (Philips X’Pert Pro Super, Amsterdam, The Netherlands)
with Cu K� radiation (� = 1.54056 Å) under the operation condi-
tions of 40 kV and 40 mA. The morphology was observed by a
scanning electron microscope (KYKY 1010B, KYKY Technical Devel-
opment, Beijing, China) with a magnification of 2000, as shown
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Fig. 3. Effect of electric field strength on electric current in electrophoretic micro-
ig. 2. Scanning electron micrograph of quartz microncrystals. The micrograph is
bserved with a magnification of 2000. The preparation conditions are 1.8 g silica gel
ixed with 27 mL 0.41 mol/L KOH and synthesized at 350 ◦C for 2 h in an autoclave.

n Fig. 2. The average dimension of the quartz microncrystals was
�m×3.8 �m.

.4. Electrophoretic microcolumn packed with quartz
icroncrystals

Before packing the quartz microncrystals, the separation tube
as washed with 0.1 mol/L HCl, distilled water, 0.1 mol/L NaOH

nd distilled water in turn, and dried at 60 ◦C for 1 h; the quartz
icroncrystals were flushed with 0.01 mol/L HCl, distilled water

nd a packing buffer solution of 2 mmol/L sodium acetate (pH 3.0),
nd then soaked in the packing buffer for 6 h. Two pieces of nylon
embrane with 0.20 �m pore size were placed between the separa-

ion and detection tube to hold the quartz microncrystals inside the
icrocolumn. The membrane was compatible to the organic sol-

ents added in the running buffer (e.g. methanol and acetonitrile)
nd avoided the bubble formation better than a column frit. The
lurry solution of the quartz microncrystals in the packing buffer
as introduced into the separation column slowly by vibration.
hen the whole microcolumn was filled with the quartz micron-

rystals, it was further packed by both the effects of electroosmotic
ow (EOF) at 500 V and vibration on the side column. The micro-
olumn should be packed compactly and homogeneously. After
ompleted the microcolumn packing, its top was sealed with a piece
f nylon membrane and a nylon filter plate of 0.5 mm thickness.

.5. Separation procedure with microcolumn zone electrophoresis

The electrophoretic microcolumn was equilibrated with the run-
ing buffer before the separation, and the standard and buffer
olutions were degassed for 5 min ultrasonically. The mixed stan-
ard solutions were injected on the top of the microcolumn by a
yringe quantitatively. Three amino acids were separated in the
lectrophoretic microcolumn at 1200 V, detected at 216 nm by
he spectrophotometer and recorded by the personal computer.
etween the electrophoretic runs, the microcolumn was flushed
ith the running buffer for 5 min electrokinetically. A milliampere

eter was employed to measure the electric current during the

lectrophoretic separation. When the separation efficiency of the
lectrophoretic microcolumn decreased to 50% of the original one,
t should be washed with 0.1 mol/L HCl, 0.1 mol/L NaOH and the
unning buffer electrokinetically.
columns. Curve 1 and 2 represent the thermal effect in the microcolumns (100 mm
length, 2 mm I.D. and 4 mm O.D.) packed without and with the quartz microncrys-
tals, respectively. The running buffer is 1.5 mmol/L disodium phosphate (pH 11.5)
containing 25% (v/v) methanol and 10% (v/v) acetonitrile.

3. Results and discussion

3.1. Electrophoretic microcolumn unit

Joule heat of the electrophoretic microcolumn can be limited by
packing the uniform quartz microncrystals. Curve 1 and 2 of Fig. 3
displayed the effect of electric field strength on electric current of
the microcolumns packed without and with the quartz micron-
crystals, respectively. The data of the figures were the mean value
obtained from three independent determinations. The electric cur-
rent of the former was much higher and increased faster than that
of the latter under the same electric field strength. For the slope
of Curve 1 increased from 10 to 70 V/cm obviously, the excessive
Joule heat occurred in the microcolumn without the quartz micron-
crystals. On the contrary, the slope of Curve 2 for the microcolumn
packed with the quartz microncrystals kept almost constant by
increasing the electric field strength to 140 V/cm. The experimental
results indicated that the Joule heat was reduced by packing the
quartz microncrystals in the electrophoretic microcolumn. With
the electric field strength higher than 140 V/cm, a few small bubbles
were formed in the microcolumn.

In addition, the separation efficiency and Joule heat of the elec-
trophoretic microcolumn packed with purchased fine quartz sand
were investigated with the average sizes of 45–360 �m. The experi-
mental results showed that the separation efficiency was enhanced
and the Joule heat was reduced by decreasing the size of the fine
quartz sand. For example, the average sizes were reduced from
360 to 45 �m, the separation efficiencies of the microcolumn elec-
trophoresis were increased from 3.0×103 to 7.0×103 plates/m.
For the unsatisfactory separation efficiency, the microcolumn elec-
trophoresis packed with regular quartz microncrystals prepared by
hydrothermal synthesis was put forward.

3.2. Buffer system of electrophoretic separation

Amino acids can be used as the target compounds in the
evaluation of electrophoretic techniques [17–20]. Tryptophan,

phenylalanine and tyrosine are the only a few amino acids
possessing UV absorption and can be detected by UV–vis spec-
trophotometry without derivatization. Their isoelectric points (pI)
are close to each other at 5.89, 5.48 and 5.66, respectively. There-
fore, the three amino acids were primarily chosen to evaluate the
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Fig. 4. Effect of disodium phosphate concentration on electrophoretic resolution
between tryptophan and phenylalanine and separation efficiency of tryptophan.
The electrophoretic separations are performed in disodium phosphate buffer solu-
tions (pH 11.5) containing 25% (v/v) methanol and 10% (v/v) acetonitrile using a
100 mm×2.0 mm I.D. separation microcolumn packed with the quartz micron-
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Fig. 5. Effect of organic solvents on electrophoretic resolution. Curve 1 displays

tion range of tryptophan, phenylalanine and tyrosine was 0.11–16,
rystals at 1200 V. 1-�L mixed standard solution of 0.125 mmol/L tryptophan,
.50 mmol/L phenylalanine and 0.50 mmol/L tyrosine is injected into the elec-
rophoretic microcolumn and detected at 216 nm.

eparation properties of the microcolumn electrophoresis. For the
esolution between tyrosine and two others was higher than that
etween tryptophan and phenylalanine, the subsequent discussion
as focused on the separation of tryptophan and phenylalanine in

he optimization of the separation conditions, including buffer pH,
uffer concentration and organic additives, etc.

Running buffer system is an important condition for the
lectrophoretic separation. Two buffer systems of disodium
hosphate–sodium hydroxide and sodium tetraborate–sodium
ydroxide were investigated. Owing to the better electrophoretic
esolution for the amino acids, disodium phosphate buffer solution
as chosen in the following separations.

The effect of buffer pH on the electrophoretic resolution
etween tryptophan and phenylalanine was examined from pH 9.5
o 12.0 for 1.5 mmol/L disodium phosphate buffer solution contain-
ng 25% (v/v) methanol and 10% (v/v) acetonitrile. The experimental
esults indicated that the satisfactory separation efficiency and res-
lution of the amino acids were obtained with the pH value higher
han 10.5 and 11.0, respectively. By considering the separation effi-
iency and resolution comprehensively, the pH value from 11.0 to
2.0 was examined particularly and the optimal resolution was
btained at pH 11.5. The migration time of the amino acids was pro-
onged and their apparent velocities were reduced with the increase
f pH value and electrolyte concentration. On the other hand, the
esolutions were reduced with the buffer solutions higher than pH
1.5, due to the high electrolyte concentration and thermal effect
or the electrophoretic separation. As a result, pH 11.5 disodium
hosphate solution was selected in the electrophoretic separation.

The effect of buffer concentration on the electrophoretic res-
lution between tryptophan and phenylalanine was investigated
rom 0.5 to 1.75 mmol/L disodium phosphate (pH 11.5) contain-
ng 25% (v/v) methanol and 10% (v/v) acetonitrile. As shown in
ig. 4, the optimal resolution between tryptophan and pheny-
alanine and separation efficiency of tryptophan were observed
t 1.5 mmol/L disodium phosphate. By increasing the disodium
hosphate concentration from 0.5 to 1.5 mmol/L, the improved res-
lution resulted from the reduction of the diffusion coefficient and

esultant velocity. For the optimal separation efficiency of trypto-
han was observed at 1.5 mmol/L disodium phosphate, it implied
hat the diffusion coefficient of the amino acids had the main
ffect on the separation efficiency by increasing the buffer con-
the influence of methanol concentration in 1.5 mmol/L disodium phosphate buffer
solution (pH 11.5) containing 10% (v/v) acetonitrile and Curve 2 represents the influ-
ence of acetonitrile concentration in the same buffer solution containing 25% (v/v)
methanol. Other conditions are the same as in Fig. 4.

centration from 0.5 to 1.5 mmol/L. With the disodium phosphate
concentration higher than 1.5 mmol/L, the thermal effect caused the
reduction of the separation resolution and efficiency. So, 1.5 mmol/L
was adopted as the running buffer concentration in this work.

Organic additives of methanol, acetonitrile and isopropyl alco-
hol were investigated in this work, respectively. It was found that
methanol and acetonitrile were more effective on the separation
resolution of tryptophan and phenylalanine. The optimal resolu-
tions were observed at 25% (v/v) methanol in Curve 1 and 10% (v/v)
acetonitrile in Curve 2 of Fig. 5.

3.3. Analytical characteristic of microcolumn electrophoresis

The sample capacity of the electrophoretic microcolumn was
also investigated. According to the experimental results, the peak
height of the amino acids increased almost linearly with the
enhanced sample volume from 0.1 to 40 �L containing the same
concentrations of the amino acids, and then changed slightly
with the sample volume larger than 40 �L. Based on the chro-
matographic definition, the sample capacity is the sample volume
to increase the standard deviation of chromatographic peak to
5%. After surveyed the peak widths, the sample capacity of the
electrophoretic microcolumn was about 35 �L. Therefore, the
sample capacity and detection sensitivity of the microcolumn elec-
trophoresis could be improved.

The electropherogram of tryptophan, phenylalanine and tyro-
sine is illustrated in Fig. 6a. Three amino acids were separated by
the microcolumn zone electrophoresis with a larger sample vol-
ume of 30 �L and lower sample concentrations of 2.5–10 �mol/L.
The asymmetry factor of tryptophan, phenylalanine and tyrosine
peak was 1.05, 0.96 and 1.03, respectively, and in the range from
0.95 to 1.05. It indicated that the analyte peaks were symmet-
ric. The separation efficiencies of tryptophan, phenylalanine and
tyrosine were 4.5×104 , 4.0×104 and 3.7×104 plates/m, respec-
tively. It manifested that the electrophoretic microcolumn packed
with the uniform quartz microncrystals was able to limit Joule heat
and achieve satisfactory separation efficiency. The linear concentra-
0.70–100 and 0.60–90 �mol/L, respectively, with the correlative
coefficients higher than 0.997. The RSDs of the peak height and
migration time were less than 4.8% and 0.35%, respectively, which
were obtained by five individual runs.
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Table 1
LODs of amino acids by electrophoresis and HPLC with different detection techniques.

Separation method Detection technique LOD (�mol/L)

Column electrophoresis Underivatized direct UV 0.035–0.22 (Trp, Tyr, Phe)

Capillary electrophoresis Laser-induced fluorescence [21] 0.093–0.097 (Phe, Tyr)
Mass spectrometry [22] 0.1–0.4 (Phe, Trp, Tyr)
Contactless conductivity detection [23] 3.0–3.8 (Trp, Tyr, Phe)
Indirect UV [24] 3.2–7.2 (Tyr, Phe, Trp)
Derivatized direct UV [25] 2.0–39 (Tyr, Trp, Phe)
Underivatized direct UV [

HPLC Derivatized fluorescence
Derivatized direct UV [28

Fig. 6. Electropherogram of tryptophan (1), phenylalanine (2) and tyrosine (3) in a
m
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ixed standard solution (a) and a sample of compound amino acid injection (b). The
uffer concentration of disodium phosphate is 1.5 mmol/L. The injection volume of
he mixed standard solution is 30 �L, containing 2.5 �mol/L tryptophan, 10 �mol/L
henylalanine and 10 �mol/L tyrosine. Other conditions are the same as in Fig. 4.
The limits of detection (LODs) of the microcolumn electrophore-
is were compared with different detection techniques of CE
21–26] and HPLC [27,28], as listed in Table 1. The LODs of trypto-
han, phenylalanine and tyrosine were 0.035, 0.22 and 0.20 �mol/L,
espectively obtained with 3-times signal-to-noise ratio. It was

able 2
abelled concentrations, detected concentrations and recoveries of amino acids in four co

mino acids Labelled concentration (g/L) Detected conc

1#

ryptophan 0.90 0.90
henylalanine 5.33 5.43
yrosine 0.25 0.27

a The data were the mean value obtained from three independent determinations.
26] 21–140 (other amino acids)

[27] 0.016–0.031 (Phe, Tyr)
] 0.098–0.22 (Trp, Phe, Tyr)

found that the LODs of the microcolumn electrophoresis with an
ordinary UV–vis spectrophotometer were close to laser-induced
fluorescence detection, and better than mass spectrometric and
derivatized UV–vis spectrometric detection of CE. By comparing
with HPLC, the LODs of the microcolumn electrophoresis with the
underivatized UV spectrometric detection were similar to those of
derivatized UV–vis spectrometric detection, but worser than fluo-
rescence detection of HPLC.

3.4. Separation of compound amino acid injection samples

The underivatized tryptophan, phenylalanine and tyrosine in
compound amino acid injection samples were analyzed to evaluate
the proposed electrophoresis method. A typical electropherogram
of tryptophan, phenylalanine and tyrosine in a compound amino
acid injection sample is illustrated in Fig. 6b. The compound amino
acid injection samples were diluted to 1:1000 with distilled water
and then analyzed by the microcolumn electrophoresis directly.
The analyte recoveries were obtained in the range of 91.3–105.8%.
The analyte concentrations found in four compound amino acid
injection samples are listed in Table 2. The results are close to
the labelled concentrations. With high separation efficiency, large
sample capacity, enhanced detection sensitivity and satisfactory
analysis precision, the proposed microcolumn electrophoresis can
be used in the sample analysis with low concentration and large
volume. It can also be developed as preparative electrophoresis.

4. Conclusion

The experimental results indicated that the microcolumn elec-
trophoresis with a 2 mm I.D. fused-silica microcolumn packed
with the uniform quartz microncrystals was able to be employed
as a high-performance separation technique. The electrophoretic
technique not only can reduce Joule heat, but also improve LOD
and sample capacity. From the analysis of diluted tryptophan,
phenylalanine and tyrosine in four compound amino acid injec-
tion samples, it verified that trace analytes can be determined

directly by the microcolumn electrophoresis coupled with an ordi-
nary spectrophotometer without preconcentration. Compared with
CE, the microcolumn electrophoresis is suitable for the analy-
sis of low concentration and large volume samples. It can be
developed for preparative electrophoresis. Compared with other

mpound amino acid injection real samples.

entration (g/L)a Recovery (%)a

2# 3# 4#

0.84 0.92 0.87 96.5
5.35 5.22 5.29 105.8
0.24 0.25 0.28 91.3
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Molecularly imprinted polymers (MIPs) were grafted successfully from the surface of silica gel parti-
cles via surface initiated reversible addition-fragmentation chain transfer (RAFT) polymerization using
RAFT agent functionalized silica gel as the chain transfer agent. The intrinsic characteristics of the con-
trolled/living polymerization mechanism of RAFT allowed for the effective control of the grafting process.
Thus the grafting copolymerization of methacrylic acid and divinyl benzene in the presence of template
theophylline led to thin MIP film coating silica gel (MIP-Silica). The thickness of MIP film prepared in this
olecularly imprinted polymers
eversible addition-fragmentation chain
ransfer polymerization
rafting from
olid-phase extraction

study is about 1.98 nm, which was calculated from the nitrogen sorption analysis results. Measured bind-
ing kinetics for theophylline to the MIP-Silica and MIPs prepared by conventional bulk polymerization
demonstrated that MIP-Silica had improved mass-transfer properties. In addition, the theophylline-
imprinted MIP-Silica was used as the sorbent in solid-phase extraction to determine theophylline in
blood serum with satisfactory recovery higher than 90%. Nonspecific adsorption of interfering com-
pounds can be eliminated by a simple elution with acetonitrile, without sacrificing the selective binding

of theophylline.

. Introduction

Molecularly imprinted polymers (MIPs), first introduced by
osbach and co-workers [1] and Wulff [2], are widely reported
aterials that can be used as biomimetic molecular recogni-

ion elements. The synthesis of MIPs involves the formation of a
omplex of a target molecule (template) with one or more func-
ional monomers though either covalent or noncovalent bonds
ollowed by a polymerization reaction with excess cross-linking
gent. Upon removal of the template, the binding sits are pro-
uced that are complementary to the template in shape, size,
nd the position of the functional groups. The stability, ease of
reparation and low cost of these MIPs make them particularly
ttractive [3–5]. However, the conventional techniques used to pre-

are MIPs most often result in materials exhibiting high affinity
nd selectivity but poor site accessibility for the target molecule
4–6].

∗ Corresponding author.
∗∗ Corresponding author at: The First Institute of Oceanography, SOA, Qingdao
66061, China.

E-mail address: hhyang@fio.org.cn (H.-H. Yang).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.014
© 2009 Elsevier B.V. All rights reserved.

Recently, a new molecular imprinting technique called “grafting
from” technique has emerged to overcome this drawback [7–11]. In
the “grafting from” technique, the initiating groups were immo-
bilized on the surface of a solid support. During the course of
polymerization, the grafted MIPs were propagated from the surface
of the solid supports. Using the “grafting from” technique, MIP film
with high graft density and nanometer thickness can be prepared on
the surface of a solid support. The resulting MIP composites have
the advantages of more accessible binding sites and faster mass
transfer compared to the MIPs prepared by conventional bulk poly-
merization techniques. Recently, the “grafting from” technique has
been used by several research groups to produce imprinted poly-
mer films on various substrates, including silica gel [7–10] and silica
nanoparticle [11].

In recent years, the use of surface initiated controlled/living
radical polymerization (CRP) has proven to be the most versa-
tile approach for producing a wide range of polymer chains on
solid surfaces [12,13]. In CRP, the life-time of the growing radi-
cal can be controlled, resulting in the synthesis of polymer chains

with predefined molar mass, low polydispersity, controlled com-
position, and functionality. In general surface initiated CRP can
be achieved by stable free-radical polymerization, e.g. nitroxide-
mediated processes (NMP), metal catalyzed atom transfer radical
polymerization (ATRP) and degenerative transfer, e.g. reversible
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ddition-fragmentation chain transfer (RAFT). Recently, significant
nterest has been shown in the use of surface initiated CRP for the
reparation of MIP composites [14–18].

This paper describes the use of surface initiated RAFT poly-
erization technique to functionalize silica gel with molecularly

mprinted polymer films. RAFT has recently emerged as a promising
RP technique due to its versatility and simplicity, and the product
olymer is free from the contamination of metal catalyst [19]. The
AFT technique is compatible with almost all of the conventional
adical polymerization monomers. In our approach, the RAFT agents
re directly immobilized on the surface of silica gel. The resulting
hin MIP film coated silica can be applied in solid-phase extraction,
PLC as well as in capillary electrochromatography.

Theophylline has long been used to treat asthmatic symptoms
n children and adults as well as apnea in premature infants. This
rug is effective, however, over a narrow concentration range. At
igh concentrations, it is known to cause permanent neurological
amage or death. Current measurement of theophylline levels are
one by GC or LC method and by immunoassays. However, these
pproaches can be seriously disadvantaged in the presence of a
omplex sample matrix containing much interference such as blood
erum. Thus using molecularly imprinted polymers to selectively
xtract theophylline from serum is very attractive [20,21].

. Experimental

.1. Reagents

4-(Chloromethyl) phenyltrimethoxysilane and phenylmagne-
ium bromide (PMB, 3 M in ether) were purchased from Alfa.
heophylline, theobromine and caffeine were purchased from
igma. Methacrylic acid (MAA) was purchased from Alfa and
istilled to remove the polymerization inhibitor before use. Divinyl-
enzene (DVB) containing 20% ethylvinylbenzene was purchased
rom Fluka and treated with basic alumina immediately prior to
se to remove the polymerization inhibitor. Silica gel (particle size
5–70 �m, pore size 15 nm, pore volume 1.15 cm3/g, surface area
00 m2/g) was purchased from Aldrich.

.2. Synthesis of chloromethyl-phenyl functionalized silica gel
Cl-Silica)

The silica gel was pretreated in order to eliminate any surface
ontaminants and to activate the surface silanol groups for silaniza-
ion. In a typical experiment, silica gel were pretreated by reflux in
0% HCl solution for 8 h, rinsed by deionic water, and then dried in
acuum at 120 ◦C before use.

Dried silica gel (500 mg), 4-(chloromethyl)phenyltrimethoxysila
2 mmol) and 10 mL absolutely dry toluene were introduced into
conical flask under the atmosphere of nitrogen. Keeping under

onstant temperature of 90 ◦C and with continuous stirring, the
eaction was allowed to proceed for 24 h. The particles were
hen separated from the mixture via centrifugation. The prod-
ct was washed with toluene for five times and then washed
ith methanol for five times in order to remove excess 4-

chloromethyl)phenyltrimethoxysilane. At the end, the obtained
l-Silica was dried under vacuum at room temperature.

.3. Synthesis of SC(S)Ph-Silica

PhC(S)SMgBr was prepared using phenylmagnesium bromide

nd carbon disulfide. The phenylmagnesium bromide solution
0.6 M in dry tetrahydrofuran) was warmed to 50 ◦C and carbon
isulfide was added over 10 min, then the reaction mixture was
ept at 50 ◦C for 1 h. To the resultant brown mixture was added
l-Silica (500 mg) and the reaction temperature was kept at 50 ◦C
(2009) 141–145

for 24 h. Ice hydrochloric acid (1 M, 50 mL) was then added. The
product was washed with distilled water for five times and then
washed with ether for five times. The RAFT agent functionalized sil-
ica gel (SC(S)Ph-Silica) obtained was dried under vacuum at room
temperature.

2.4. Grafting of MIP film on silica gel (MIP-Silica)

The grafting was performed in a flask containing 300 mg of
SC(S)Ph-Silica suspended in a polymerization mixture consisting of
1 mmol of theophylline, 12 mmol of MAA, 60 mmol of DVB and 4 mg
of azobis (isobutyronitrile) (AIBN) dissolved in 20 mL of chloroform.
After sealing, mixing, and sparging the mixture with nitrogen for
10 min, the flask was placed in a thermostated oil bath at 55 ◦C for
24 h. After polymerization, the product was extracted with ethanol
containing 20% acetic acid using a Soxhlet apparatus for 24 h. Then
the product was washed with ethanol for three times and dried
under vacuum at room temperature. A similar procedure with no
added template was used to prepare non-imprinted polymer com-
posites (NIP-Silica) as control.

2.5. Synthesis of conventional MIP particles using conventional
bulk technique (MIP)

To compare the binding ability of MIP-Silica materials to conven-
tional MIP materials, we prepared the latter using the bulk synthesis
technique. 1 mmol of theophylline was dissolved in a mixture of
12 mmol of MAA, 60 mmol of DVB, 0.6 mmol of AIBN and 10 mL
of chloroform. The solution was sonicated for 5 min, sparged with
nitrogen for 15 min, and then polymerized at 60 ◦C for 24 h. Follow-
ing polymerization, the bulk polymer was dried overnight under
vacuum at 50 ◦C. Next, it was ground with a mortar and pestle
and sieved between 200 and 400 mesh screens to give particles
with size dimensions between 38 and 75 �m. Fines were removed
by sedimentation from ethanol. The product was extracted with
ethanol containing 20% acetic acid using a Soxhlet apparatus for
24 h. Then the product was washed with ethanol for three times
and dried under vacuum at room temperature.

2.6. Nitrogen sorption analysis

Nitrogen sorption measurements were performed on a Tris-
tar3000 (Micrometritics Co., USA). Prior to measurements, the
samples were heated at 60 ◦C under high vacuum for at least 12 h.
The average pore diameter (dp) was evaluated using the BJH theory.

2.7. Elemental analysis

Elemental analysis was performed on Vario EL III universal
CHNOS elemental analyzer (ELEMENTAR, Hanau, Germany).

2.8. Steady-state binding studies

5 mg of MIP-Silica, NIP-Silica, MIP, or NIP particles were con-
tacted with 5 mL of theophylline solutions in acetonitrile with
initial concentrations ranging from 0.005 to 0.1 mmol/L. The sam-
ples were placed in a constant temperature, reciprocating shaker
bath at 35 ◦C and 80 rpm. Samples were taken at regular time
intervals during incubation in order to measure the time needed
to reach equilibrium. Initial and final theophylline concentrations
were determined by HPLC using UV detection at 270 nm.
2.9. MIP-Silica SPE

Commercial SPE cartridges were emptied from their packing
material. Next the cartridge tube and frits were thoroughly cleaned
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Table 1
Element analysis of silica samples following each functionalization step.

C/% S/% Grafted amount
(per g of silica)

Coverage
(%)
Y. Li et al. / Talan

nd dried. 200 mg of MIP-Silica was packed dry in the cartridge and
he upper frit was placed on top.

.10. Serum analysis

To 1 mL of human plasma, 200 �L of a theophylline solution
in methanol) was added, followed with the addition of 200 �L
f cold acetonitrile. The mixture was vortex mixed for 1 min and
entrifuged at 3000 rpm for 5 min. The supernatant was diluted
o 2 mL with addition of water and the mixture was loaded on
he MIP-Silica SPE cartridge. The MIP-Silica SPE cartridge had been
reviously conditioned by adding successively 1 mL methanol and
mL water. After loading the sample, the cartridge was washed
ith 2 mL of acetonitrile. Theophylline was then eluted with 2 mL

f acetonitrile containing 5% acetic acid. All the applied fractions
ere collected and evaporated to dryness (at 45 ◦C under a stream

f N2). The dry residue was reconstituted with 200 �L of mobile-
hase solution (methanol/water, 20/80, v/v), and an aliquot was
nalyzed on HPLC. Extraction recovery was calculated using the
onstructed calibration curve.

. Results and discussion

.1. Characterization of RAFT agent modified silica gel and
IP-Silica

Previous research has shown that dense polymer films with

unable thickness can be easily grafted from the surfaces of
olids with a controlled behavior via surface RAFT polymeriza-
ion [15,17]. Dithiobenzoate is an excellent RAFT agent for living
adical polymerization, and can be fixed onto silica gel for the
reparation of MIP-Silica. Fig. 1 shows the method for fixing the

Fig. 1. Outlines of the fixation of RAFT agent onto silica gel and the gro
Cl-Silica 7.37 0.00 0.62 mmol 24.8
SC(S)Ph-Silica 9.54 2.94 0.50 mmol 20.0
MIP-Silica 31.95 2.17

RAFT agent onto silica gel, and the subsequent growth of MIP
film from silica gel via surface RAFT polymerization. In this pro-
tocol, 4-(chloromethyl)phenyltrimethoxysilane was immobilized
on the surface of silica gel, forming chloromethyl-phenyl func-
tionalized silica gel (Cl-Silica). RAFT agent functionalized silica gel
was subsequently produced by substitute reaction of Cl-Silica with
PhC(S)SMgBr. In the final step, the initiator was activated to start
the polymerization in the presence of template molecule.

Elemental analysis was used to confirm the grafting of MIP film.
Table 1 summarizes elemental analysis results of the silica sam-
ples following each functionalization step. Amorphous silica gels
prepared by myriad ways show similar values of silanol density
(4.2–5.7 OH groups/nm2) with the currently accepted mean value
of 5 OH groups/nm2). In this work, the silica gel had a surface area of
300 m2/g, which gives an estimated 2.5 mmol/g capacity of silanol
groups. The capacity of RAFT agent was 0.50 mmol/g, and thus, 20%
of silanol groups were functionalized with RAFT agent. After poly-
merization, the carbon content of MIP-Silica was much higher than
that of SC(S)Ph-Silica. This provides an evidence for the presence of

grafted polymer.

Additional evidence for the grafted polymer films was obtained
by nitrogen sorption analysis. The average pore diameters of silica
samples were evaluated using the BJH theory. Fig. 2 shows the pore
size distribution of the bare silica gel and MIP-Silica. The pore size

wth of MIP film from silica gel via surface RAFT polymerization.
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ig. 2. Pore size distribution of the bare silica gel (�) and MIP-Silica (�) calcu-
ated from the desorption branch of the isotherm obtained from nitrogen sorption

easurements.

f bare silica gel is about 12.02 nm. The pore size of MIP-Silica is
bout 8.06 nm. The thickness of the MIP films is about 1.98 nm. The
resence of homogeneously grafted MIP films is obvious from the
imilar widths of the pore size distribution of the bare silica gel and
IP-Silica.

.2. Molecular recognition property

The template theophylline recognition ability of the MIP-Silica
as investigated by the steady-state binding method. As shown

n Fig. 3, the MIP-Silica exhibits a higher capacity for theophylline
han the NIP-Silica. The binding selectivity by MIP-Silica towards
heophylline against its two structural analogs, theobromine and
affeine was compared. It can be seen from Fig. 4 that the MIP-
ilica showed a higher adsorption to theophylline than its structural
nalogues. This result is similar to that obtained with bulk polymers
6].
Binding kinetics of the template theophylline with MIP-Silica
nd conventional MIP were evaluated. Fig. 5 shows the adsorption
ptake polymer versus the incubation time. The MIP-Silica requires
shorter time to reach equilibrium than does the conventional MIP.
wo factors contribute to the faster mass transfer in the MIP-Silica.

ig. 3. Amount of bound theophylline by MIP-Silica (�) and NIP-Silica (�). Experi-
ent was conducted by the addition of 5 mg of MIP-Silica in 5 mL of theophylline

olution at room temperature.
Fig. 4. Binding behaviors of different compounds on the theophylline imprinted
MIP-Silica. Amount of MIP-Silica is 5 mg with sample solution volume 5 mL. The
points represent mean values of three measurements.

First, the MIP-Silica has a large average pore diameter of about 8 nm,
which allows the template molecules to diffuse into the MIP-Silica
pore rapidly during rebinding. Second, the ultrathin, grafted poly-
mer films allow the template molecules to diffuse into the polymer
more efficiently than thick MIP particles.

3.3. Solid-phase extraction of theophylline from serum

The MIP-Silica and corresponding NIP-Silica were packed indi-
vidually into cartridges to compare their efficiency of extracting
theophylline from serum. Fig. 6(a) is the HPLC chromatogram of
serum after addition of 10 �g of theophylline, in which the com-
plexity of the serum matrix background is evident. The extraction
on MIP-Silica column can successfully clean up the serum matrix,
thus allowing the extraction of theophylline with high selectiv-
ity (Fig. 6(b)). Contrary to this, NIP-Silica column showed no such
selectivity (Fig. 6(c)). Hence MIP-Silica offers itself as a simple and
straightforward technique for the direct analysis of theophylline
in human serum without lengthy sample cleanup. The extraction
recovery of 10 �g/mL theophylline was 90.3%. The relative stan-

dard deviation (n = 3) for quantitation was 5.1%, which is a good
value for real sample analysis. A standard calibration curve for
serum theophylline analysis was constructed, with excellent linear-
ity (R2 = 0.992) in the concentration range up to 100 �g/mL and a
detection limit of 200 ng/mL. Note that this detection limit was bet-

Fig. 5. Binding kinetics of theophylline on MIP-Silica (�) and MIP (�).



Y. Li et al. / Talanta 79

F
a

t
(
p
p

4

t
c
o
M
p
p
s

[
[
[
[
[
[
[

ig. 6. HPLC chromatograms of (a) serum after addition of 10 �g of theophylline, (b)
fter extraction on MIP-Silica column and (c) after extraction on NIP-Silica column.

er than the 500 ng/mL obtained using conventional MIP materials
data not shown). Method repeatability was evaluated by inde-
endent preparation and analysis of different serum samples, to
roduce an intra-assay precision of <7%.

. Conclusions

This paper describes the use of surface initiated RAFT technique
o graft thin MIP films from the silica gel particles. The intrinsic
haracteristics of the controlled/living polymerization mechanism

f RAFT allowed an efficient control of the grafting process. The
IP-silica prepared in this study had improved mass-transfer

roperties compared with MIPs prepared by conventional bulk
olymerization. In addition, MIP-Silica can be used as the sorbent in
olid-phase extraction to determine theophylline in blood serum.

[

[
[
[
[
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Furthermore, the MIP-silica can also be applied in HPLC and capil-
lary electrochromatography.
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a b s t r a c t

A conductive biocomposite film (MWCNTs–PANIFAD) which contains multi-walled carbon nanotubes
(MWCNTs) along with the incorporation of poly(aniline) and poly(flavin adenine dinucleotide) co-
polymer (PANIFAD) has been synthesized on gold and screen printed carbon electrodes by potentiostatic
methods. The presence of MWCNTs in the MWCNTs–PANIFAD biocomposite film enhances the surface
coverage concentration (� ) of PANIFAD and increases the electron transfer rate constant (ks) to 89%. Elec-
trochemical quartz crystal microbalance studies reveal the enhancements in the functional properties
of MWCNTs and PANIFAD present in MWCNTs–PANIFAD biocomposite film. Surface morphology of the
biocomposite film has been studied using scanning electron microscopy and atomic force microscopy.
The surface morphology results reveal that PANIFAD incorporated on MWCNTs. The MWCNTs–PANIFAD
biocomposite film exhibits promising enhanced electrocatalytic activity towards the oxidation of p-
acetamidophenol. The cyclic voltammetry has been used for the measurement of electroanalytical

properties of p-acetamidophenol by means of PANIFAD, MWCNTs and MWCNTs–PANIFAD biocompos-
ite film modified gold electrodes. The sensitivity value of MWCNTs–PANIFAD film (88.5 mA mM−1 cm−2)
is higher than the values which are obtained for PANIFAD (28.7 mA mM−1 cm−2) and MWCNTs films
(60.7 mA mM−1 cm−2). Finally, the flow injection analysis (FIA) has been used for the amperometric
detection of p-acetamidophenol at MWCNTs–PANIFAD film modified screen printed carbon electrode.
The sensitivity value of MWCNTs–PANIFAD film (3.3 mA mM−1 cm−2) in FIA is also higher than the value

(1.1
obtained for MWCNTs film

. Introduction

Electropolymerization is a simple but powerful method in tar-
eting selective modification of different type electrodes with
esired matrices. However, the materials on the matrices do not
ossess peculiar properties when compared with those materi-
ls which are chemically synthesized by traditional methods. The
lectroactive polymers and carbon nanotubes (CNTs) matrices have
eceived considerable attraction in recent years. Numerous conju-
ated polymers have been electrochemically synthesized for their
pplication in the fabrication of chemical and biochemical sensor
evices [1]. These conjugated polymers for sensor devices exhibits

nteresting enhancement in the electrocatalytic activity towards
he oxidation or reduction of several biochemical and inorganic

ompounds [2] where, some of the functional groups in polymers
ill act as catalyst [3–5]. In this article, the word “enhanced elec-

rocatalytic activity” could be explained as both; increase in peak
urrent and lower overpotential [6]. The wide variety of applica-

∗ Corresponding author. Tel.: +886 2270 17147; fax: +886 2270 25238.
E-mail address: smchen78@ms15.hinet.net (S.-M. Chen).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.04.017
mA mM−1 cm−2).
© 2009 Elsevier B.V. All rights reserved.

tions of matrices made of CNTs for the detection of inorganic and
bioorganic compounds such as IO3

−, ascorbic acid, etc., have already
been reported in the literature [7–9].

Even though the electrocatalytic activity of conjugated polymers
and CNTs matrices individually shows good results; some proper-
ties like mechanical stability, sensitivity for different techniques,
and electrocatalysis for multiple compound detections are found to
be poor. To overcome this difficulty, new studies have been devel-
oped in the past decade for the preparation of composite films
composed of both CNTs and conjugated polymers. The rolled-up
graphene sheets of carbon exhibit �-conjugative structure with
highly hydrophobic surface. This unique property of the CNTs allows
them to interact with organic aromatic compounds through �–�
electronic and hydrophobic interactions to form new structures
[10,11]. There were past attempts in the preparation of compos-
ite and sandwiched films made of polymer adsorbed on CNTs, and
used them for electrocatalytic studies such as, selective detection

of dopamine in the presence of ascorbic acid [12]. The sandwiched
films were also been used in the designing of nanodevices with the
help of non-covalent adsorption, electrodeposition, etc. [13].

Among conjugated polymers, polyaniline (PANI) is one of the
most widely used conducting polymer [14]. The synthesis of PANI
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as first reported by Letheby [15], where aniline was oxidized on
t-sheet in acidic media. PANI layers have been used as gas sen-
ors [16,17], electrode material for redox supercapacitor [18], shield
aterial for electromagnetic interference control [19], corrosion

ontrol [20], etc. Similarly, flavin adenine dinucleotide (FAD) is a
avoprotein coenzyme that plays an important biological role in
any oxidoreductases and in reversible redox conversions in bio-

hemical reactions. FAD has an isoalloxazine ring as a redox-active
omponent. The adsorption of FAD has been studied on Hg electrode
nd titanium electrodes [21,22], and the electrochemical reaction
f FAD was also studied on various electrodes in aqueous solu-
ions [23,24]. Further, the electropolymerization of FAD to form
oly(flavin adenine dinucleotide) (PFAD) was also reported in the

iterature [25].
p-Acetamidophenol is a well-known drug which has extensive

pplications in pharmaceutical industries. It is an antipyretic and
nalgesic compound that has high therapeutic value. It is also used
s a precursor in penicillin, and as stabilizer for hydrogen per-
xide, photographic chemical, etc. Various studies were reported
or the determination of p-acetamidophenol in drug formulations
sing different techniques [26–33]. Among these several methods
f determination techniques, the electrochemical methods have
ore advantages over the other in sensing p-acetamidophenol.
owever in these reports, the same principle, that is, oxidation of
-acetamidophenol by metal ion oxidants has been used for the
stimation.

The literature survey reveals that there were no previous
ttempts made for the synthesis of biocomposite film composed of
NTs, PANI and PFAD for the use in sensor application. In this arti-
le, we report about a novel biocomposite film (MWCNTs–PANIFAD)
ade of multi-walled carbon nanotubes (MWCNTs) which has

een incorporated with PANIFAD co-polymer. MWCNTs–PANIFAD
iocomposite film’s characterization, enhancement in functional
roperties, peak current and electrocatalytic activity have also
een reported along with its application in the determination of
-acetamidophenol. The film formation processing involves the
odification of gold electrode with uniformly well dispersed MWC-
Ts, and which is then modified with PANIFAD co-polymer.

. Experimental

.1. Materials

Aniline, FAD, MWCNTs (OD = 10–20 nm, ID = 2–10 nm
nd length = 0.5–200 �m), potassium hydroxide and p-
cetamidophenol obtained from Aldrich and Sigma–Aldrich
ere used as received. All other chemicals used were of analytical

rade. The preparation of aqueous solution was done with twice
istilled deionized water. Solutions were deoxygenated by purging
ith pre-purified nitrogen gas. Solutions were prepared from 1 M
ClO4 for the pH 2.28 aqueous solution.

.2. Apparatus

Cyclic voltammetry (CV) was performed in analytical sys-
em models CHI-611, CHI-400 and CHI-1205A potentiostats. A
onventional three-electrode cell assembly consisting of Ag/AgCl
eference electrode and a Pt wire counter electrode were used
or the electrochemical measurements. The working electrode was
ither an unmodified gold or a gold modified with PANI, PANIFAD,

WCNTs–PANI or MWCNTs–PANIFAD biocomposite films. In all

xperiments, the potentials are reported vs. the Ag/AgCl reference
lectrode. The working electrode used for EQCM measurements
as an 8 MHz AT-cut quartz crystal coated with gold electrode.

he diameter of the quartz crystal is 13.7 mm; the gold elec-
(2009) 486–492 487

trode diameter is 5 mm. The flow injection analysis (FIA) of the
p-acetamidophenol at screen printed carbon electrode (SPCE) was
done using Alltech 426 HPLC pump containing an electrochem-
ical cell with electrodes. This above-mentioned electrochemical
cell was connected with an inlet from the pump and an outlet,
which were used for the carrier stream flow in the electro-
chemical cell. The morphological characterizations of the films
were examined by means of scanning electron microscopy (SEM)
(Hitachi S-3000H) and atomic force microscopy (AFM) (Being Nano-
Instruments CSPM4000). All the measurements were carried out at
25 ◦C±2.

2.3. Preparation of MWCNTs dispersion and MWCNTs–PANIFAD
modified electrode

There was an important challenge in the preparation of MWC-
NTs. Because of its hydrophobic nature, it was difficult to disperse it
in any aqueous solution to get a homogeneous mixture. Briefly, the
hydrophobic nature of the MWCNTs was converted in to hydrophilic
nature by following the previous studies [34]. This was done by
weighing 10 mg of MWCNTs and 200 mg of potassium hydroxide in
to a ruby mortar and grained together for 2 h at room temperature.
Then the reaction mixture was dissolved in 10 ml of double distilled
deionized water and it was precipitated many times in to methanol
for the removal of potassium hydroxide. Thus obtained MWCNTs
in 10 ml water was ultrasonicated for 6 h to get uniform disper-
sion. This functionalization process of MWCNTs was done to get
hydrophilic nature for the homogeneous dispersion, in water. This
process not only converts MWCNTs to hydrophilic nature but this
helps to breakdown larger bundles of MWCNTs in to smaller ones
also. This process was confirmed using SEM, which is not shown in
figures.

Before starting each experiment, gold electrodes were polished
by BAS polishing kit with 0.05 �m alumina slurry and rinsed
and then ultrasonicated in double distilled deionized water. The
gold electrodes studied were uniformly coated with 50 �g cm−2

of MWCNTs and then dried at 35 ◦C. The concentrations of
homogeneously dispersed MWCNTs were exactly measured using
micro-syringe. The electropolymerization of aniline with FAD to
form PANIFAD co-polymer was performed using the mixture 50 mM
aniline and 1 mM FAD present in pH 2.28 aqueous solution by
consecutive CV over a suitable potential region of −0.35 to 1.0 V.
Then the MWCNTs–PANIFAD modified gold electrode was care-
fully washed with double distilled deionized water. For detailed
study, comparison of different modified gold electrodes such as
PANI, PANIFAD, MWCNTs–PANI and MWCNTs–PANIFAD have been
performed. These characterization studies were done to reveal
the obvious necessity for the usage of MWCNTs and PANIFAD
in the MWCNTs–PANIFAD biocomposite film. For the FIA of p-
acetamidophenol oxidation (at 726 mV), carrier stream used was
pH 2.28 aqueous solution with the flow rate of 2 ml min−1, and the
volume of p-acetamidophenol injected at each cycle was 10 �l at
the time interval of 50 s.

3. Results and discussions

3.1. Electrochemical synthesis of MWCNTs–PANIFAD
biocomposite film and its characterization

The electropolymerization of aniline (50 mM) with FAD (1 mM)
mixture on MWCNTs modified gold electrode present in pH 2.28

aqueous solution has been performed by consecutive CVs for
the preparation of MWCNTs–PANIFAD biocomposite film. Fig. 1(a)
shows the reduction and electropolymerization of aniline and FAD
at MWCNTs modified gold electrode. Four redox couples (formal
potential E0 ′ =−14.8, 202.15, 511.9 and 718.4 mV vs. Ag/AgCl) are
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Fig. 1. (a) Repetitive CVs of MWCNTs–gold electrode modified from 50 mM ani-
line with 1 mM FAD present in pH 2.28 aqueous solution, scan rate 100 mV s−1. (b)
Comparison of CVs of PANI, PANIFAD, MWCNTs–PANI and MWCNTs–PANIFAD bio-
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Table 1
Surface coverage concentration (� ) of various species present in PANIFAD at different
gold modified electrodes.

Modified films a � (nmol cm−2)

b c d e

PANI – – 0.13 –
PANIFAD 0.37 0.03 0.15 –
MWCNTs–PANI – – 0.92 –
MWCNTs–PANIFAD 1.82 0.18 2.03 0.93
omposite films at gold electrode in pH 2.28 aqueous solution, scan rate 20 mV s−1.
c) The plot of Ipa and Ipc vs. different scan rate for PANIFAD (continuous line) and

WCNTs–PANIFAD (dotted line) present in pH 2.28 aqueous solution and (d) the
lot of �E vs. log scan rate for the same films.

btained for PANIFAD during electropolymerization, which repre-
ents the electrochemical redox reactions of PANIFAD co-polymer
resent in MWCNTs–PANIFAD biocomposite film. The increase in
eak current of the same redox couples at each cycle reveals the
ontinuous deposition of PANIFAD during cycling. The electropoly-
erization has been carried out at a suitable potential range of−0.3

o 1 V. In Fig. 1(a) result, the E0 ′ at −14.8 and 202.15 mV represents
FAD redox reactions, then the E0 ′ at 511.9 mV represents PANI redox
eaction, and then the E0 ′ at 718.4 mV represents the redox reaction
f PANIFAD co-polymer. In the following experiments, each newly
repared MWCNTs–PANIFAD biocomposite film on gold electrode
as been washed carefully in deionized water to remove the loosely
ounded aniline and FAD on the modified gold electrode. It was then
ransferred to pH 2.28 aqueous solution for other electrochemical
haracterizations.

Fig. 1(b) represents the electrochemical redox signals of PANI,
ANIFAD, MWCNTs–PANI and MWCNTs–PANIFAD modified gold
lectrodes present in pH 2.28 aqueous solution; scan rate 20 mV s−1.
mong these four films, PANI has a redox couple at E0 ′ = 511.9 mV
s. Ag/AgCl, where as for PANIFAD two new redox couples appear at
0 ′ = 202.15 and 718.4 mV along with the enhancement in the redox
ouple’s peak current at E0 ′ = 511.9 mV. Similarly in MWCNTs–PANI
lm, the presence of MWCNTs abruptly enhances the PANI’s redox

ouple at E0 ′ = 511.9 mV. These above results show that the presence
f PFAD and MWCNTs in the film enhances the redox reaction of
ANI. In the same figure, MWCNTs–PANIFAD biocomposite film
ave four redox couples at E0 ′ =−14.8, 202.15, 511.9 and 718.4 mV.
hese four redox couple for MWCNTs–PANIFAD biocomposite
Species b, c, d, and e representing redox couples at E0 ′ =−14.8, 202.15, 511.9 and
718.4 mV, respectively.

a Studied using CV technique in pH 2.28 aqueous solution.

film represents the redox reactions of the compounds as we
discussed above for Fig. 1(a). Among these four redox couples,
E0 ′ at −14.8 mV do not appear for other three films, and the peak
currents of each redox couple in MWCNTs–PANIFAD biocomposite
film is higher than the other films. From these CVs in Fig. 1(b), the
surface coverage concentration (� ) values have been calculated
and given in Table 1. In this above calculation, the charge involved
in the reaction (Q) has been obtained from CVs and it has been
applied in the equation � = Q/nFA, where the number of electron
transfer involved in PANIFAD redox reactions are assumed as two.
These values in Table 1 indicates that the concentration increase
of MWCNTs increases the � of PANIFAD. The � increase can be
explained as, the concentration of MWCNTs directly proportional
to the geometric area, where the MWCNTs modified gold electrode
contains more surfaces to hold PANIFAD when comparing bare gold
electrode surface. In general, the geometric area of nanomaterials
is higher than the bulk materials. The slope value obtained from
Table 1 reveals the increase in � of PANI and PFAD per �g of
MWCNTs is ≈16 and 29 pmol cm−2 �g−1 respectively.

The CVs of PANIFAD and MWCNTs–PANIFAD biocomposite
films on gold electrode in pH 2.28 aqueous solution at different
scan rates have been studied (CVs not shown). In these results,
the redox peaks intensity increases linearly with the increase of
scan rates up to 7.8 V s−1. The scan rate vs. PANI redox couple
peak current in Fig. 1(c) shows that, the ratio of Ipa/Ipc remains
almost in unity as expected for surface type behavior. These above
results demonstrate that the redox process is not controlled by
diffusion up to 7.8 V s−1. From the slope values of �Ep vs. log scan
rate given in Fig. 1(d) plot, by assuming the value of ˛≈0.5, the
electron transfer rate constant (ks) has been calculated based on
Laviron theory [35]; and the ks for PANI redox reaction at PANIFAD
and MWCNTs–PANIFAD biocomposite films are ≈6.1 and 11.5 s−1

respectively. From these ks values, we have calculated the increase
in the ability of electron transfer between the electrode surface
and PANIFAD in presence of MWCNTs, and it is ≈89%. These results
show the enhanced functional property of MWCNTs–PANIFAD
biocomposite film in the presence of MWCNTs.

3.2. EQCM and pH studies of MWCNTs–PANIFAD biocomposite
film

The EQCM experiments have been carried out by modifying the
gold electrochemical quartz crystal with and without uniformly
coated MWCNTs, which was then dried at 35◦ C. Fig. 2(a) and (b)
shows the consecutive CVs from EQCM studies for the PANIFAD for-
mation at MWCNTs modified and unmodified gold coated quartz
crystal electrodes respectively. In these results, increase in the
voltammetric peak currents of PANIFAD redox couples and the fre-

quency decrease, or mass increase (figure not shown) are found
to be consistent with the growth of PANIFAD film on both mod-
ified and unmodified gold electrode. From the frequency change,
change in the mass of PANIFAD and MWCNTs–PANIFAD biocom-
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Fig. 2. Consecutive potential CVs of electrochemical quartz crystal gold electrode modified with PANIFAD at 1.0 to−0.3 V (scan rate 20 mV s−1), where (a) and (b) is the presence
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nd absence of MWCNTs on the gold electrode respectively. Insets in both (a) and (b
nd every cycle frequency change with the increase of the scan cycles (dotted line).
nd transferred to various pH solutions; inset shows formal potential vs. pH.

osite film at gold coated quartz crystal has been calculated
sing Sauerbrey equation. From this calculation for the above-
entioned experimental conditions, it has been found that 1 Hz

requency change is equal to 1.4 ng of mass change [36–39]. There-
ore, mass change during PANIFAD incorporation on the MWCNTs

odified and unmodified gold electrodes for total cycles are 504
nd 341 ng cm−2 respectively. The insets in Fig. 2(a) and (b) indi-
ates the every cycle frequency change with the increase of the
can cycles (dotted lines) and variation of frequency change with
he increase of scan cycles (continuous lines) for MWCNTs–PANIFAD
iocomposite and PANIFAD films respectively. From these plots, it

s clear that there is a higher deposition of PANIFAD in presence
f MWCNTs, which is similar to the � results given in Table 1.
hese results show that the deposition of PANIFAD on MWCNTs
lm and bare gold electrode is stable and homogeneous. Previ-
us studies on CNT composites have shown also the necessity of
NTs for improving the functional properties such as orientation,
nhanced electron transport, high capacitance, etc. [40,41]. Fig. 2(c)
hows the CVs of MWCNTs–PANIFAD on gold electrode at various
H aqueous solutions in which the aniline and FAD are absent. In
hese experiments, the MWCNTs coated gold electrode has been

odified with PANIFAD using pH 2.18 aqueous solution, and it has
een washed with deionized water and then transferred to various

H aqueous solutions for CV measurements. These CV results show
hat the PFAD present in the film is stable in the pH range between
and 10, and the Epa and Epc values of both PANI and PFAD present

n the film depends on the pH value of the aqueous solution. The
ecrease of PFAD peak current in pH 7 or greater could be due to
he variation of frequency change with the increase of scan cycles (continuous line)
s of MWCNTs–PANIFAD biocomposite film synthesized at pH 2.28 on gold electrode

the decomposition of PFAD in higher pH, which in turn affects the
PANI redox peak current also. The inset in Fig. 2(c) shows the for-
mal potential of PANI redox couple present in MWCNTs–PANIFAD
plotted over the pH range of 1–12. The response shows a slope of
−64 mV pH−1, which is close to that given by Nernstian equation
for equal number of electrons and protons transfer [42,43].

3.3. Topographic characterization of MWCNTs–PANIFAD
biocomposite film

Three different films MWCNTs, PANIFAD and MWCNTs–PANIFAD
have been prepared on gold electrode with similar conditions and
similar potential as mentioned in the previous sections, and were
characterized using SEM and AFM. It is a well-known fact that the
prolonged exposure to electron beam will damage the PFAD present
in PANIFAD and MWCNTs–PANIFAD films, so an at most care has
been taken to measure these images. Comparison of Fig. 3(a) and (b)
SEM images reveals significant morphological difference between
PANIFAD and MWCNTs–PANIFAD films. The top views of nanos-
tructures in Fig. 3(a) on the gold electrode surface show grains of
PANIFAD deposited on the electrode. The MWCNTs–PANIFAD bio-
composite film in Fig. 3(b) shows that the plateaus of PANIFAD
deposited over MWCNTs to form MWCNTs–PANIFAD biocompos-

ite modified gold electrode. Similarly, (a′) and (b′) represents bare
gold electrode and only MWCNTs, where MWCNTs are more visi-
ble in (b′) when comparing (b). The same modified gold electrodes
have been used to measure the AFM topography images shown in
Fig. 4(a) PANIFAD and (b) MWCNTs–PANIFAD, where (a′) is the bare
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redox couples in the absence of p-acetamidophenol, and upon
addition of p-acetamidophenol a new growth in the oxidation
peak of p-acetamidophenol appeared at Epa = 726 mV. This above
said anodic peak shows that the electrocatalytic oxidation of
ig. 3. SEM images of (a) PANIFAD and (b) MWCNTs–PANIFAD biocomposite films,
here (a′) is bare gold electrode and (b′) is only MWCNTs.

old electrode. The higher magnification (10 �m×10 �m) of AFM
mages when comparing SEM images reveal that disk shaped grain
tructures of PANIFAD formed on the gold electrode. However in
ig. 4(b), elongated deposition of PANIFAD formed over MWCNTs
nstead of disk shaped grain structure. This result reveals that higher
oncentration of PANIFAD has been deposited on MWCNTs modi-
ed gold electrode, which is consistent with the � values given in
able 1. Further, the thicknesses of PANIFAD and MWCNTs–PANIFAD
btained from AFM results are 300 and 1500 nm respectively. These
alues too show MWCNTs–PANIFAD is thicker than PANIFAD, which
s due to the presence of MWCNTs covered under PANIFAD film.
hese SEM and AFM results reveal the coexistence of MWCNTs and
ANIFAD in the biocomposite film.

.4. Electroanalytical response of p-acetamidophenol at
WCNTs–PANIFAD biocomposite film

The MWCNTs–PANIFAD biocomposite film has been synthesized
n gold electrode at similar conditions as given in experimental
ection. Then the MWCNTs–PANIFAD biocomposite film modified
lectrode has been washed carefully in deionized water and trans-
erred to pH 2.28 aqueous solution for the electrocatalysis of
-acetamidophenol. All the CVs have been recorded at the con-
tant time interval of 1 min with nitrogen purging before the
tart of each experiments. Fig. 5 shows the electrocatalytic oxida-
ion of p-acetamidophenol (60 �M) at various film modified and
nmodified gold electrodes; scan rate 20 mV s−1. The various film
odified electrodes are PANIFAD, MWCNTs and MWCNTs–PANIFAD

iocomposite films, where the MWCNTs–PANIFAD biocomposite

lm is shown with highest concentration (60 �M) and also in
he absence of p-acetamidophenol (blank). The schematic rep-
esentation of p-acetamidophenol electrochemical oxidation at
WCNTs–PANIFAD biocomposite film is given in Scheme 1. The

Vs for MWCNTs–PANIFAD biocomposite film exhibits reversible
Fig. 4. AFM images of (a) PANIFAD and (b) MWCNTs–PANIFAD biocomposite films,
where (a′) is bare gold electrode.
Fig. 5. CVs of p-acetamidophenol (60 �M) at bare, PANIFAD, MWCNTs and
MWCNTs–PANIFAD biocomposite film modified gold electrodes using pH 2.28 aque-
ous solution at 20 mV s−1, where MWCNTs–PANIFAD biocomposite film is shown
with both the absence and presence of 60 �M p-acetamidophenol.
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ol at MWCNTs–PANIFAD biocomposite film modified electrode.
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Table 3
Sensitivities and correlation coefficient of different modified electrodes for p-
acetamidophenol oxidation in pH 2.28 aqueous solution using various techniques.

Modified films Sensitivity (mA mM−1 cm−2)
[correlation coefficient]

CVa FIAb

PANIFAD 28.7 [0.9976] –
MWCNTs 60.7 [0.8941] 1.1 [0.9326]

respective analytes concentration. From the slopes of linear cal-
ibration curves, sensitivities of MWCNTs and MWCNTs–PANIFAD
biocomposite film modified SPCE and their correlation co-efficient
have been calculated and given in Table 3. The comparison of slope
values of both the films show that the MWCNTs–PANIFAD biocom-
Scheme 1. Electrochemical oxidation of p-acetamidophen

-acetamidophenol takes place at PANIFAD co-polymer’s redox cou-
le E0 ′ = 718.4 mV. In these above electrocatalysis experiment, an

ncrease in concentration 2–60 �M of p-acetamidophenol simulta-
eously produces a linear increase in the oxidation peak current
f p-acetamidophenol with good film stability at PANIFAD, MWC-
Ts and MWCNTs–PANIFAD biocomposite films. However, there is
o increase at bare gold electrode. The anodic peak current is linear
ith the concentration of p-acetamidophenol for all the three films.

It is obvious that the MWCNTs–PANIFAD biocomposite film
hows higher electrocatalytic activity for p-acetamidophenol.
ore specifically, the enhanced electrocatalytic activity of
WCNTs–PANIFAD biocomposite film can be explained in terms

f both lower in overpotential and higher peak current than that
f PANIFAD film, MWCNT film and bare gold electrode. These
esults can be observed from the Ipa and Epa values given in
able 2. Where, the increase in peak current and decrease in
verpotential; both are considered as the electrocatalytic activ-
ty [6]. In detail, the enhancement in electrocatalytic activity at

WCNTs–PANIFAD biocomposite film is due to presence of both
WCNTs and PANIFAD, where the anodic peak potential is lowered

y MWCNTs, and the peak current is enhanced by both MWCNTs
nd PANIFAD. From the slopes of linear calibration curves, the sensi-
ivities of PANIFAD, MWCNTs and MWCNTs–PANIFAD biocomposite
lm modified gold electrodes and their correlation co-efficient
ave been calculated and given in Table 3. It is obvious that the
ensitivity of MWCNTs–PANIFAD biocomposite film is higher for p-
cetamidophenol when comparing PANIFAD and MWCNTs films.
he overall view of these results reveals that MWCNTs–PANIFAD
iocomposite film is efficient for p-acetamidophenol analysis.

.5. FIA of p-acetamidophenol at MWCNTs–PANIFAD
iocomposite film
The MWCNTs–PANIFAD biocomposite film has been synthesized
n SPCE at similar conditions to that of gold electrode. Then the
odified electrode has been washed carefully in deionized water

nd used for FIA of p-acetamidophenol as shown in Fig. 6. The

able 2
omparison of Epa and Ipa of p-acetamidophenol in electrocatalytic oxidation reac-
ion using CV technique at different modified electrodes in pH 2.28 aqueous solution.

odified films a Epa (mV) Ipa (�A)

are gold electrode 753.5 36.91
ANIFAD 765.3 69.88
WCNTs 728.2 152.1
WCNTs–PANIFAD 726.0 246.1

a Modified at gold electrode.
MWCNTs–PANIFAD 88.5 [0.7843] 3.3 [0.9957]

a Films modified at gold electrode.
b Films modified at SPCE.

carrier stream used was pH 2.28 aqueous solution with the flow
rate of 2 ml min−1, and the volume of p-acetamidophenol injected
at each cycle was 10 �l at the time interval of 50 s. Fig. 6 shows
the successive addition of p-acetamidophenol in the concentra-
tion range from 10 �M to 0.1 M at the potential of 726 mV. This
above-mentioned potential is the optimized potential obtained
from CV study. The rapid amperometric response of the MWCNTs
and MWCNTs–PANIFAD biocomposite film is proportional to the
Fig. 6. FIA of p-acetamidophenol at MWCNTs–PANIFAD biocomposite film with
five different concentrations of p-acetamidophenol = (a) 1×10−5; (b) 1×10−4; (c)
1×10−3, (d) 1×10−2 and (e) 1×10−1 M; potential = 726 mV, where the carrier
stream used was pH 2.28 aqueous solution; flow rate = 2 ml min−1 and injected
volume = 10 �l.
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Table 4
Electroanalytical values obtained for the p-acetamidophenol tablet’s determina-
tion using FIA in pH 2.28 aqueous solution at MWCNTs–PANIFAD biocomposite film
modified SPCE.

Added (mM) Found (mM) RSD (%) Recovery (%)

0.01 0.0102 1.94 102
0.1 0.107 2.61 107
1 1.08 2.78 108
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osite film possess good reproducibility with higher sensitivity for
-acetamidophenol.

.6. Analysis of p-acetamidophenol tablet

The performance of MWCNTs–PANIFAD biocomposite film mod-
fied SPCE has been tested by applying it to the determination
f the p-acetamidophenol present in p-acetamidophenol tablets.
he technique used for the determination was FIA. These p-
cetamidophenol tablets were obtained from GlaxoSmithKline
ungarvan Ltd., Ireland. The tablet’s labeled composition is 500 mg
f acetamidophenol and 65 mg of caffeine. In these experiments,
he concentration added, found and the relative standard devi-
tion (RSD) are given in Table 4. From these results in Table 4,
he recovery of p-acetamidophenol is ≈107%. These above results
how that MWCNTs–PANIFAD biocomposite film is efficient for p-
cetamidophenol detection.

. Conclusions

We developed a novel biocomposite material using MWCNTs
nd PANIFAD (MWCNTs–PANIFAD) at gold electrode and SPCE,
hich are more stable in pH 2.28 aqueous solution. The devel-

ped MWCNTs–PANIFAD biocomposite film for the electrocatalysis
ombines the advantages of ease of fabrication, high reproducibility
nd sufficient long-term stability. The EQCM results confirmed the
ncorporation of PANIFAD on MWCNTs modified gold electrode. The
EM and AFM results have shown the difference between PANIFAD
nd MWCNTs–PANIFAD biocomposite films morphology. Further,
t has been found that MWCNTs–PANIFAD biocomposite film has
xcellent functional properties along with good electrocatalytic
ctivity on p-acetamidophenol. The experimental methods of CV

nd FIA with MWCNTs–PANIFAD biocomposite film sensor inte-
rated into the gold electrode and SPCE which are presented in
his article provide an opportunity for qualitative and quantitative
haracterization. Therefore, this work establishes and illustrates in
rinciple and potential, a simple and novel approach for the devel-

[

[

[

(2009) 486–492

opment of a voltammetric and amperometric sensor which is based
on modified gold electrode and SPCE.
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a b s t r a c t

Salicylaldehyde hydrazones of 1 and 2 were synthesized and their potential as fluorescent probes for
zinc ion was investigated in this paper. Both of the probes were found to show fluorescence change
upon binding with Zn2+ in aqueous solutions, with good selectivity to Zn2+ over other metal ions such
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eywords:
atiometry
luorescent probe

as alkali/alkali earth metal ions and heavy metal ions of Pb2+, Cd2+ and Hg2+. They showed 1:2 metal-
to-ligand ratio when their Zn2+ complex was formed. By introducing pyrene as fluorophore, 2 showed
interesting ratiometric response to Zn2+. Under optimal condition, 2 exhibited a linear range of 0–5.0 �M
and detection limit of 0.08 �M Zn2+ in aqueous buffer, respectively. The detection of Zn2+ in drinking
water samples using 2 as fluorescent probe was successful.
inc ion
alicylaldehyde hydrazone

. Introduction

Zinc ion, which serves as an essential ingredient for various
nzymes, is a very important ion species in many biological activi-
ies [1,2]. It is the second most abundant heavy metal ion after iron
n human body with its total content of 2–3 g in whole body and
oncentration as high as 10 �M in serum [3]. Because of these, as
ell as the simple instrumentation and visible signal advantages of
uorescence technology, the quantification of Zn2+ by artificial fluo-
escent probes in environmental or biological samples has attracted
uch attention in recent years [4–9].
There have been many excellent Zn2+-selective fluorescent

robes reported during the latest two decades. However, most of
hem give fluorescence enhancement response upon the interac-
ion with Zn2+ [10–18], with only a few of them that could sense
n2+ ratiometrically [19–22]. It is generally believed that fluo-
escent probes of ratiometric type exhibit advantages of better
esistance to variation of sensor concentration, higher sensitivity,
nd signal of color change [23]. Thus, the design and development
f these probes are of great concern and challenge.

In this paper, we investigated the potential of some salicy-

aldehyde hydrazones (1 and 2) as fluorescent probes for Zn2+,
ecause it was reported that salicylaldimines underwent fluo-
escence enhancement upon chelating with Zn2+ [24–26]. The
alicylaldehyde hydrazone moiety [27,28] served as both receptor

∗ Corresponding author. Tel.: +86 10 62782485; fax: +86 10 62782485.
E-mail address: tongaj@mail.tsinghua.edu.cn (A. Tong).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.057
© 2009 Elsevier B.V. All rights reserved.

and reporter in Zn2+ sensing, with its advantage of high selectivity
toward Zn2+ over other metal ions. These salicylaldehyde hydra-
zones showed 1:2 metal-to-ligand ratio, respectively, when their
Zn2+ complex formed. Moreover, by introducing pyrene as donor,
ratiometric fluorescent probe (2) for Zn2+ was also constructed. The
application of probe 2 for determination of Zn2+ in water samples
by fluorescence ratiometry was also successful.

2. Experimental

2.1. Reagents

Absolute ethanol of analytical grade and deionized water (dis-
tilled) were used throughout the experiment as solvents. All the
materials for synthesis were purchased from commercial suppliers
and used without further purification. The solutions of metal ions
were prepared from their nitrate salts of analytical grade, and then
subsequently diluted to prepare working solutions. Tris–HCl buffer
solutions of different pH were prepared using proper amount of Tris
and HCl (all of analytical grade) under adjustment by a pH meter.

2.2. Apparatus

Absorption spectra were determined on a JASCO V-550 UV-VIS

spectrophotometer. Fluorescence spectra measurements were per-
formed on a JASCO FP-6500 spectrofluorimeter equipped with a
xenon discharge lamp, 1 cm quartz cells. All pH measurements were
made with a Model pHS-3C pH meter (Shanghai, China). NMR spec-
tra were recorded using a JOEL JNM-ECA300 spectrometer operated
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Scheme 1. Synthes

t 300 MHz. ESI-MS spectra were obtained on an API3000 LC-
S spectrometer. Elemental analysis was carried out on a FLASH

A1112 elemental analyzer. Fluorescence lifetime was measured
n a FLSP920 spectrophotometer (Edinburgh Instruments). All of
he measurements were operated at room temperature at about
98 K.

.3. Synthesis of 1 and 2 (Scheme 1)

.3.1. Synthesis of salicylaldehyde acetic hydrazone (1) [29]
To a 25 mL flask were added 10 mL ethyl acetate (100 mmol)

nd 5 g hydrazine hydrate (85%, 85 mmol). The flask was allowed
o stand in a 90 ◦C oil bath for 4 h. After cooled to room tem-
erature, the excess ethyl acetate was removed under reduced
ressure. 5.95 g colorless oil was obtained as rough product of acetic
ydrazide.

0.74 g acetic hydrazide (about 10 mmol) prepared by the above
ethod and 1.05 mL salicylaldehyde (1.17 g/mL, 10 mmol) were

dded to 20 mL absolute ethanol in a 50 mL flask. The mixture
as stirred at room temperature for 30 min, and the resulting pre-

ipitate was filtered. After washing the solid for three times by
0 mL absolute ethanol and dried under reduced pressure, 0.96 g
(yield 54%) was obtained as white solid. ESI mass spectrome-

ry: m/z 179.0 (20% [M+H]+), 201.0 (80% [M+Na]+); M+ calculated
78.1. 1H NMR (CD3OD), ı (ppm): 8.25 (s, 1H), 7.36 (m, 1H), 7.28
m, 1H), 6.89 (m, 2H), 2.07 (s, 3H). Elemental analysis: N 15.73%,

60.62%, H 5.58%, calculated: C9H10N2O2, N 15.72%, C 60.66%,
5.66%.

.3.2. Synthesis of salicylaldehyde 4-pyren-1-yl-butyric
ydrazone (2)

To a 50 mL flask were added 2.0 g 4-pyren-1-yl-butyric acid
7 mmol), 20 mL methanol and 2 mL concentrated H2SO4. The mix-
ure was allowed to reflux for 2 h in a 70 ◦C oil bath. After cooled to
oom temperature, saturated Na2CO3 solution was added to neu-
ralize the excess acid. Then the mixture was extracted two times by
0 mL dichloromethane. The organic phase was separated out and

ried by anhydrous MgSO4, and the solvent was removed under
educed pressure. 1.7 g 3 (yield 87%) was obtained as brown oil. 1H
MR (DMSO–d6), ı (ppm): 8.50–7.80 (m, 9H, pyrene-H), 3.64 (s,
H), 3.33 (t, 2H), 2.46 (t, 2H), 2.04 (m, 2H). 13C NMR (DMSO–d6),
(ppm): 173.2, 136.1, 138.9, 130.4, 129.3, 128.1, 127.4 (2C, 127.39,
ompounds 1 and 2.

127.40), 127.2, 126.5, 126.0, 124.9, 124.9, 124.8, 124.2, 124.1, 123.3,
51.2, 32. 9, 31.8, 26.7.

1.5 g 3 (5 mmol), 10 mL hydrazine hydrate (85%) and 10 mL water
were added to a 50 mL flask. The mixture was heated in an oil
bath at 100 ◦C overnight. The resulting precipitate was filtered out
and washed three times by 20 mL water. After dried under reduced
pressure, 1.2 g 4 (yield 80%) was obtained as white solid. 1H NMR
(DMSO–d6), ı (ppm): 9.10 (s, 1H), 8.50–7.80 (m, 9H, py-H), 4.32 (s,
2H), 3.34 (t, 2H), 2.27 (t, 2H), 2.07 (m, 2H). 13C NMR (DMSO–d6),
ı (ppm): 171.5, 136.5, 130.9, 130.4, 129.3, 128.2, 127.4 (2C, 127.43,
127.44), 127.2, 126.5, 126.1, 124.9, 124.8, 124.2, 124.2, 123.5, 33.2,
33.1, 27.5.

0.8 g 4 (2.6 mmol), 0.312 mL salicylaldehyde (1.17 g/mL, 3 mmol),
20 mL glacial acetic acid and 10 mL water were added to a
100 mL flask. The mixture was heated in an oil bath at 80 ◦C
for 50 min, and the resulting precipitate was filtered out. The
solid was washed three times by 20 mL water and dried under
reduced pressure. 0.720 g 2 (yield 67%) was obtained as offwhite
solid. ESI mass spectrometry: m/z 407.2 (43% [M+H]+), 429.2 (57%
[M+Na]+); M+ calculated 406.2. 1H NMR (DMSO–d6), ı (ppm):
8.60–7.90 (m, 10H, py-H and NH), 7.02–6.80 (m, 2H, Benz-H), 6.38
(d, 1H, Benz-H), 6.11 (m, 1H, Benz-H), 3.36 (t, 2H), 2.40 (t, 2H),
2.10 (m, 2H). 13C NMR (DMSO–d6), ı (ppm): 170.5, 151.6, 138.2,
137.9, 133.1, 133.0, 131.4, 130.9, 129.6, 128.6, 128.0 (2C), 127.6,
126.9, 126.6, 125.4, 125.3, 125.2, 124.7, 124.6, 124.3, 122.0 (2C,
122.4, 122.3), 109.6, 33.2, 31.8, 29.9. Elemental analysis: N 6.94%,
C 79.76%, H 5.57%, calculated: C27H22N2O2, N 6.89%, C 79.78%,
H 5.46%.

2.4. Absorption and fluorescence measurements

Absorption and fluorescence titrations were performed by addi-
tion of small aliquots of one of 1 and 2 and metal ion working
solutions to 3.0 mL buffered water/ethanol of different pH and
ethanol fractions in a 1 cm quartz cell. After well mixed, the solu-
tions were allowed to stand at ambient condition for 2 min, and

absorption or fluorescence spectra were recorded.

Absorption and fluorescence spectra measurement of Zn2+ con-
taining water samples was carried out by adding proper amount of
one of 1 and 2, buffer stock solution and ethanol to sample solutions,
and then well mixed for 2 min before test.
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Fig. 3. Job’s plot data for evaluating the stoichiometry of 1–Zn2+ complex. The total
concentration of 1 and Zn2+ was 50 �M. The wavelength of absorbance is 360 nm.

Fig. 4. Fluorescence intensity at 460 nm of 1 (50 �M) in 10 mM Tris–HCl buffer at
ig. 1. Absorption spectra of 1 (50 �M) in the absence and presence of Zn2+ in water
uffered by 10 mM Tris–HCl at pH 7.03. [Zn2+] changes from 0 to 200 �M as indicated
y arrows. Inset shows ratio of absorbance at 356 and at 320 nm as a function of Zn2+

oncentration.

. Results and discussion

.1. Binding of 1 and 2 with Zn2+

We first examined the simple probe 1. In aqueous solution of
0 mM Tris–HCl buffer at pH 7.03, 1 (50 �M) exhibited absorp-
ion bands at 280 and 320 nm respectively. Upon the addition of
n2+, a clear red shift from 320 to 360 nm in absorption spectra
as observed, with absorbance decreased in 305–335 nm while

nhanced in 340–400 nm (Fig. 1). Two isobestic points at 303
nd 337 nm could be found. In its fluorescence spectra under the
ame condition, obvious fluorescence enhancement (more than
-fold) occurred, with mild blue shift of peak wavelength from
70 to 460 nm, upon the addition of Zn2+ (Fig. 2). The change in
oth absorption and fluorescence spectra of 1 upon Zn2+ bind-

ng suggested there was strong interaction between 1 and Zn2+.
o investigate the stoichiometry of the complex formed by 1 and
n2+, Job’s method [30] and ESI-MS measurements [31] were car-
ied out. With a total concentration of 50 �M 1 and Zn2+ in 10 mM
ris–HCl buffer at pH 7.03, the maximum of absorbance at 360 nm
as reached when the molar fraction of Zn2+ was about 1/3, indi-

ating the 1:2 metal-to-ligand ratio for the complex of 1–Zn2+

Fig. 3). ESI-MS spectra of 1 in the absence and presence of Zn2+ also
upported this binding mode, with peaks at m/z = 179.0 ([1+H]+)
nd m/z = 419.1 ([21+Zn–H]+) for 1 and 1–Zn2+, respectively. More-

ver, the fluorescence enhancement signal was selective toward
n2+ over other common metal ions (Fig. 4), with only interference
rom Fe3+, Co2+, Ni2+, and Cu2+ in the metal ions measured, mainly
ecause these metal ions exhibited comparable chelating affinity

ig. 2. Fluorescence spectra of 1 (50 �M) in the absence and presence of Zn2+ in
ater buffered by 10 mM Tris–HCl at pH 7.03. Excitation was performed at 337 nm.

Zn2+] changes from 0 to 300 �M as indicated by arrow. Inset shows fluorescence
ntensity at 460 nm as a function of Zn2+ concentration.
pH 7.03 with different metal ions (50 �M) in the absence (black bar) and presence
(white bar) of 50 �M Zn2+. Excitation was performed at 337 nm. 1: dye only; 2: Na+;
3: Mg2+; 4: Ca2+; 5: Ba2+; 6: Pb2+; 7: Ni2+; 8: Cu2+; 9: Fe3+; 10: Cd2+; 11: Co2+; 12:
Hg2+.

to 1 and Zn2+. The stoichiometry and binding constant (K) of 1 with
different metal ions were summarized in Table 1.

The satisfactory character of 1 as a fluorescent probe for Zn2+

encouraged us to explore its derivatives for more promising Zn2+

probes. Thus, compound 2 was synthesized. It was designed as a
candidate for ratiometric fluorescent probe for Zn2+ by displaying
fluorescence of pyrene and that of hydrazone-Zn2+ (similar to that
of 1–Zn2+) moiety in the absence and presence of Zn2+, respectively.
In a solution of 30% (v/v) ethanol/water with 10 mM Tris–HCl at
pH 7.03, probe 2 (10 �M) alone exhibited strong absorption bands
at 326 and 342 nm, which underwent red shift to 351 and 376 nm
in the presence of 5 �M Zn2+ (Fig. 5). Two isobestic points at 332

and 347 nm could be clearly observed. When excited at its isobestic
point of 347 nm, compound 2 free of metal ions showed the char-
acteristic fluorescence of pyrene monomer around 400 nm, with
also some mild fluorescence in 450–550 nm range due to either

Table 1
Stoichiometry and binding constant (K) of the probe with different metal ions.

Metal ions Stoichiometry of
1–metal ratioa

log K with 1b Stoichiometry of
2–metal ratioc

log K with 2d

Zn2+ 2:1 9.1 2:1 11.0
Cu2+ 1:1 6.6 1:1 6.7
Co2+ 2:1 9.1 2:1 11.0
Ni2+ 1:1 5.1 1:1 5.0
Fe3+ 2:1 7.4 2:1 9.6

a According to Job’s method (a total concentration of 50 �M 1 and metal ion in
10 mM Tris–HCl buffer at pH 7.03) and ESI-MS measurements.

b Tris–HCl aqueous buffer (pH 7.03).
c According to Job’s method (a total concentration of 20 �M 2 and metal ion in

30% (v/v) ethanol/water solutions) and ESI-MS measurements.
d 30% (v/v) ethanol/water buffered by 10 mM Tris–HCl at pH 7.03.
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Fig. 5. Absorption spectra of 2 (10 �M) in the absence and presence of Zn2+ in 30%
(v/v) ethanol/water buffered by 10 mM Tris–HCl at pH 7.03. [Zn2+] changes from 0 to
30 �M as indicated by arrows. Inset shows ratio of absorbance at 351 and at 342 nm
as a function of Zn2+ concentration.

Fig. 6. Fluorescence spectra of 2 (10 �M) in the absence and presence of Zn2+ in
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Fig. 7. Job’s plot data for evaluating the stoichiometry of 2–Zn2+ complex. The total
concentration of 2 and Zn2+ was 10 �M. The wavelength of absorbance is 351 nm.

Fig. 8. Ratio of fluorescence intensity at 461 and 383 nm of 2 (10 �M) in 30% (v/v)

3.2. Optimizing the condition for fluorescent determination of
0% (v/v) ethanol/water buffered by 10 mM Tris–HCl at pH 7.03. Excitation was per-
ormed at 347 nm. [Zn2+] changes from 0 to 30 �M as indicated by arrows. Inset
hows the ratio of fluorescence intensity at 461 and 383 nm as a function of Zn2+

oncentration.

he weak emission of hydrazone moiety or trace pyrene excimer
32] (Fig. 6). However, upon the addition of Zn2+, the characteris-
ic fluorescence of pyrene decreased while a new band centered at
61 nm appeared and enhanced simultaneously. This new fluores-
ence band could be ascribed to the fluorescence of hydrazone-Zn2+

oiety but not pyrene excimer, because we further confirmed that
he fluorescence lifetime of 2–Zn2+ (3.8 ns) and 1–Zn2+ (4.2 ns) were
ery similar and much lower than typical excimer lifetime of pyrene
40 ns) [33]. The fluorescence intensity ratio of I461/I383 increased
rom 0.20 to 4.53 for 10 �M 2 upon stepwise addition of up to
0 �M Zn2+. Similar to 1, the results of Job’s method [30] and ESI-MS

easurement [31] also indicated that the binding mode of 2–Zn2+

omplex exhibited a 1:2 metal-to-ligand ratio (Scheme 2): (1) with
total concentration of 10 �M 2 and Zn2+ in 30% (v/v) ethanol/water
ith 10 mM Tris–HCl buffer at pH 7.03, the maximum of absorbance

Scheme 2. The proposed 1:2 metal-to-ligan
ethanol/water buffered by 10 mM Tris–HCl at pH 7.03 with different metal ions
(10 �M) in the absence (black bar) and presence (white bar) of 10 �M Zn2+. Exci-
tation was performed at 347 nm. 1: dye only; 2: Na+; 3: Mg2+; 4: Ca2+; 5: Ba2+; 6:
Pb2+; 7: Ni2+; 8: Cu2+; 9: Fe3+; 10: Cd2+; 11: Co2+; 12: Hg2+.

at 351 nm was achieved when the molar fraction of Zn2+ was near
1/3 (Fig. 7); (2) ESI-MS spectra of 2 in the absence and presence
of Zn2+ exhibited ion peaks at m/z = 407.2 ([2+H]+) and m/z = 834.9
([22+Zn–H]+) for 2 and 2–Zn2+, respectively. The selectivity of the
ratiometric fluorescence response of 2 to Zn2+ was also very sat-
isfactory according to the competitive measurement. Except for
Fe3+, Co2+, Ni2+, and Cu2+, the metal ions investigated showed very
mild interference to the sensing of Zn2+ using 2 by monitoring the
fluorescence intensity ratio of I461/I383 (Fig. 8). Owing to the satis-
factory characters of 2 as a ratiometric fluorescent probe for Zn2+,
2 was applied for the determination of Zn2+ concentration in water
samples.
Zn2+ by 2

For an optimal condition for the determination of Zn2+ by 2 in
aqueous solution, the pH of buffer and ethanol fraction used were

d ratio binding model of 2 with Zn2+.
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of 3 �M Zn and proper concentration of other metal ions sug-
ig. 9. Effect of pH on the fluorescence intensity ratio I461/I383 of 2 upon the addition
f Zn2+ using 10 �M 2 in 30% (v/v) ethanol/water. The concentration of Tris was fixed
o 10 mM. Excitation was performed at 347 nm.

nvestigated. Because the binding of 10 �M Zn2+ to 10 �M 2 could
omplete within 2 min, all the absorption and fluorescence spectra
ere recorded after equilibration for 2 min.

.2.1. Effect of buffer pH
pH might affect the binding of 2 and Zn2+ because 2 depro-

onized when 2–Zn2+ formed. To investigate the effect of pH
n the response of 2 to Zn2+, 10 mM Tris–HCl solutions of 30%
thanol/water (v/v) at pH 5.11, 5.95, 7.03, 8.20 and 9.12 were used
s buffer media, respectively (Fig. 9). pH referred that of buffer
olutions before they were mixed with ethanol. It was found that
n solutions of higher pH, 2 showed more significant increase in
461/I383, which was of benefit for obtaining a good signal/noise
atio upon the addition of Zn2+. However, most samples for Zn2+

nalysis were neutral, thus the media for Zn2+ quantification was
hen buffered by 10 mM Tris–HCl at pH 7.03.

.2.2. Effect of ethanol fraction
Ethanol was chosen as a cosolvent for facilitating the binding

f 2 and Zn2+ because it was a clean and inexpensive solvent com-
ared to many other organic solvents such as acetone, DMF, DMSO,
ethanol, tetrahydrofuran and acetonitrile. We investigated the

etermination of Zn2+ by 2 in 10 mM Tris–HCl aqueous buffers con-
aining different fractions of ethanol (10, 25, 30, 35, 50%, v/v) at
H 7.03 (Fig. 10). In buffer of low ethanol fraction (10%), I461/I383
atio of 2 was already high even in the absence of Zn2+ due to the

ormation of aggregates of 2 which emitted excimer fluorescence
n such a poor solvent. However, if the fraction of ethanol was too
igh (50%), the binding of 2 and Zn2+ could only cause mild increase

n fluorescence ratio of I461/I383, which was most probably because
he pyrene moiety in solvent of high ethanol fraction was much

ig. 10. Effect of ethanol volume fraction on the fluorescence intensity ratio I461/I383

f 2 upon the addition of Zn2+ using 10 �M 2 buffered by 10 mM Tris–HCl at pH 7.03.
xcitation was performed at 347 nm.
Fig. 11. Fluorescence spectra of 2 (10 �M) in the absence and presence of Zn2+ in
ethanol. Excitation was performed at 347 nm. [Zn2+] changes from 0 to 40 �M as indi-
cated by arrows. Inset shows the ratio of fluorescence intensity at 461 and 383 nm
as a function of Zn2+ concentration.

more emissive around 383 nm than that in low ethanol fraction
buffers and thus decreased the I461/I383 ratio. For the largest fold of
I461/I383 enhancement upon the addition of Zn2+ from 0 to 5 �M to
2 (10 �M), the ethanol fraction of buffer was selected as 30% (30%,
20-fold; 25%, 14-fold; 35%, 4-fold). Fluorescence spectra of 2 in the
absence and presence of Zn2+ in pure ethanol were shown in Fig. 11.

3.3. Analytical figures of merit

According to the above optimized condition of 10 �M 2 in
30% (v/v) ethanol/buffer with Tris–HCl buffer (10 mM) at pH
7.03, the calibration curve for the determination of Zn2+ by 2
was constructed. The relationship between fluorescence inten-
sity ratio of I461/I383 and concentration of Zn2+ in �M (C) was as
I461/I383 = 0.8037C + 0.2928. The linear range of the method was
found to be at least 0–5.0 �M Zn2+ with a correlation coefficient
of R2 = 0.9951 (n = 21) (Fig. 12). The detection limit, based on the
definition by IUPAC (CDL = 3Sb/m) [34], was found to be 0.08 �M
from 10 blank solutions. The relative standard deviation (R.S.D.) for
three repeated measurements of 2.5 �M Zn2+ was 3.3%.

3.4. Tolerance of 2 to Zn2+ over other metal ions

The interference experiment using 10 �M 2 in 30% (v/v)
ethanol/buffer with 10 mM Tris–HCl at pH 7.03 in the presence

2+
gested that, within 5% error, 1000-fold concentration of Na+, K+,
Mg2+, Ca2+, more than 5-fold that of Pb2+, Cd2+, Ba2+, more than
0.5-fold of Hg2+, and less than 0.1-fold of Fe3+, Co2+, Ni2+, Cu2+ could
be tolerant for the analysis. The addition of Fe3+, Co2+, Ni2+ and

Fig. 12. Fluorescence intensity ratio I461/I383 of 2 (10 �M) as a function of Zn2+ con-
centration within its linear range of 0–5 �M in 30% (v/v) ethanol/water buffered by
10 mM Tris–HCl at pH 7.03. Excitation was performed at 347 nm.
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Table 2
Determination of Zn2+ by 2 in water samplesa.

Sample Zn2+ added
(�M)

Zn2+ found
(�M)

Recovery (%) R.S.D.b (%)

Drinking water
0.00 0.00
0.80 0.82 102 3.9

Synthesized waterc 0.00 0.37 93 5.4
2.00 2.48 104 4.3

a The concentration values are those in 30% (v/v) ethanol/water solutions.
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b n = 3.
c Synthesized by: drinking water, 0.40 �M Zn2+, 1.0 �M Cd2+, Ba2+, Pb2+, 5.0 �M
a+, K+, Mg2+, and Ca2+. Conditions: 10 �M 2 in 30% (v/v) ethanol/water buffered by
0 mM Tris–HCl at pH 7.03.

u2+ induced fluorescence quenching of 2 due to their high affin-
ty to probe 2 (Table 1). However, these metal ions did not lead to
he change of the fluorescence intensity ratio of I461/I383. Therefore,
dding more 2 to the solution could further decrease the interfer-
nce from Fe3+, Co2+, Ni2+ and Cu2+, though a new calibration curve
or Zn2+ should be constructed. For example, in the presence of
e3+, Co2+, Ni2+ and Cu2+ (each 0.5 �M) in 30% (v/v) ethanol/buffer
ith 12 �M 2, the calibration curve for the determination of Zn2+

y 2 was also constructed. The relationship between fluorescence
ntensity ratio of I461/I383 and concentration of Zn2+ in �M (C) was
s I461/I383 = 0.7951C + 0.2910. The linear range was found to be at
east 0–4.0 �M Zn2+ with a correlation coefficient of R2 = 0.9922
n = 17).

.5. Application of 2 for Zn2+ analysis in water samples

Drinking water (no Zn2+) and synthesized water (with Zn2+ and
ther metal ions in drinking water) were analyzed using 2 under
ptimized condition (Table 2). The results suggested the successful
uantification of Zn2+ by 2, even in the presence of Na+, K+, Ca2+,
b2+, Cd2+ and Ba2+.

. Conclusion

A ratiometric fluorescent probe 2 for Zn2+ in aqueous solution of
0% (v/v) ethanol/buffer with 10 mM Tris–HCl buffer at pH 7.03 was
eported in this paper. It exhibited the fluorescence of pyrene unit
383 nm) and its zinc complex (461 nm) in the absence and presence
f Zn2+, respectively. By monitoring the fluorescence intensity ratio
f I461/I383, the probe showed a linear range of 0–5.0 �M and detec-

2+
ion limit of 0.08 �M Zn in optimized condition. Alkali/alkali earth
etal ions and heavy metal ions such as Pb2+, Cd2+ and Hg2+ showed

ery mild interference to the method. The detection of Zn2+ in drink-
ng water and zinc-containing water samples was also successful.
owever, Fe3+, Co2+, Ni2+ and Cu2+ could interfere the analysis by

[
[

[

(2009) 327–332

quenching the fluorescence of 2, and new calibration curves were
needed for Zn2+ detection under these conditions.
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a b s t r a c t

In glass/poly(dimethylsiloxane) (PDMS) hybrid microfluidic chips, two different fabrication approaches
are used: photolithographic or solid ink molds, or cast-and-peel methods. In the latter, a thin slab of
PDMS is laid down and fluid channels are cut manually or by machine. The cast-and-peel approach has
been used successfully for low-shear culture devices, among other applications. The main drawback,
not reported to date, of cast-and-peel methods is that removal of PDMS (exposing the glass substrate)
eywords:
DMS
icrofluidics

hodamine B
tomic force microscopy

results in nanoscopic domains of PDMS still attached to the surface. This residual PDMS is not observable
by eye, but affects the hydrophobicity of the device. Using contact angle measurement, atomic force and
fluorescence microscopy, the changes in glass surfaces from the cast-and-peel technique were elucidated.
This study demonstrates the enhanced protein (NeutrAvidin) adsorption on PDMS treated glass surfaces,
and the potential influence of altered glass properties on microfluidic applications has been discussed as
eutrAvidin
iotin-rhodamine 110

well.

. Introduction

Poly(dimethylsiloxane) (PDMS) devices have proved to be ver-
atile and popular microfluidic systems for a variety of analytical
pplications. The methods of producing PDMS chips are versa-
ile, and many take advantage of the elastomeric properties of
he material. In particular, the ability to cut and remove large
ections of PDMS to form wells, pools, and other structures (hence-
orth referred to as “cast-and-peel” methods) allows devices to
e realized in PDMS that cannot be fabricated in other materi-
ls. The material properties of PDMS, however, must be considered
n full when designing microfluidic systems. When material is
ut from a PDMS slab to form a well, fluid interconnects, etc,
he glass underneath the PDMS (upon which PDMS prepolymer
as cured) will have an increased hydrophobicity and roughness.
ydrophobicity of a surface is critical for protein attachment [1]

wanted or unwanted) in the device. The manipulation of sur-
ace properties—ranging from hydrophobic to hydrophilic, charged
r uncharged, smooth to rough—are important in defining bio-
ompatibility [2]. In some cases, modification of glass after the
ast-and-peel process may result in unwanted side effects, such

s excessive dye or protein adhesion to the device or interrup-
ion of glass conjugation chemistry by residual PDMS domains.
owever, this type of PDMS-modified glass may also serve as a
seful, biocompatible surface for protein and cell analysis. To date,

∗ Corresponding author. Tel.: +1 806 742 3142.
E-mail address: d.pappas@ttu.edu (D. Pappas).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.058
© 2009 Elsevier B.V. All rights reserved.

surface modification for biocompatibility has been based on self-
assembled monolayers (SAMs) [3,4], polyelectrolyte multilayers
(PEMs) [2,5,6], spin-coating [7], microcontact printing (stamping)
[8,9], and carbon nanotube (CNT) deposition [10,11]. Although,
these techniques have been successful in significantly improving
device performance in relevant biological studies, they may not
be the best choices to reach these goals, especially with regard to
reagent and time management [12], structure quality and surface
coverage control [12–14], storage and instrument access [15].

Since the early 1990s, PDMS has been extensively used in
either clinic or laboratory for medical implants, biomedical devices,
microfluidic channels, and optical components on the basis of its
unique advantages. These advantageous properties include good
biocompatibility and gas (O2 and CO2) permeability, nontoxi-
city, high oxidative and thermal stability, optical transparency
(240–1100 nm), and so on [16]. The above mentioned attributes,
in addition to the elastic nature of PDMS, have made PDMS suit-
able and favorable for studies of cell-based assays [16–20]. Despite
these intriguing merits, PDMS still has shortcomings, among which
the intrinsic hydrophobicity has been criticized as a major limita-
tion in quantitative analysis due to unwanted protein adsorption.
Although many efforts have already been made to render the PDMS
surface more hydrophilic, like plasma treatment, anionic surfac-
tant coating, silica particle modification [17], the reported strategies

for preparing a more biocompatible (hydrophobic) glass surface
are exclusively based on aforementioned technologies (SAM, PEM,
spin-coating, stamping, and CNT). None of these methods have
been fully proposed for applying PDMS to this particular pur-
pose.
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Protein adhesion is significant for biocompatible material deter-
ination. At most substrates, this dynamic process relies on

ydrophobic interactions, electrostatic attractions, van der Waals
orce and hydrogen bonding, among which the hydrophobic inter-
ction is the governing factor that leads to more proteins absorb on
ydrophobic surfaces than on hydrophilic (–OH) surfaces [20–22].
any PDMS–glass hybrid devices feature separate chemical prop-

rties (e.g. cell culture on the glass substrate, while PDMS serves as a
tructural material). Glass is typically chosen in these cases because
f its thermal and chemical stability, excellent optical properties,
nd cost efficiency [23]. Furthermore, the ability to conjugate with
umerous biomolecules and the well-established protocols to pre-
isely pattern the surface make glass an attractive candidate for the
abrication of PDMS hybrid microdevices.

In our previous work, a cast-and-peel approach was used to fab-
icate circular culture wells in a low-shear chip design [16]. The
ain benefit of removing PDMS from the substrate in a cast-and-

eel manner is that larger structures can be fabricated than by
hotolithography. The cursory experiments reported in that paper

ndicated that the introduction of methyl functional termini from
esidual PDMS domains altered the expected functionality of the
hip. After removing portions of the PDMS slab from glass dur-
ng the fabrication process the culture chips exhibited a bioactive
nterface for interacting with adherent cell culture. Favorable cell
rowth was possible without adhesion promoting materials such as
bronectin, collagen, and poly-L-lysine. However, we only showed
reliminary results of the surface properties on a PDMS-modified
lass. In some circumstances, this surface modification format is
referable, when more hydrophobic surfaces are needed but the
igidity of glass is desired. This paper presents an expanded inves-
igation of the surface alteration. The residual PDMS domains left
n glass can chemically or physically alter the properties of the
ubstrate. To better elucidate the modification process and its con-
equent impact toward the changes in surface hydrophobicity and
opography, this study focuses on the increased hydrophobicity
f PDMS-modified glass. Glass surfaces were modified by physi-
ally peeling off a cured PDMS layer from the microscope slide.
urface characterization was carried out via water contact angle
easurement, atomic force microscopy and fluorescence detection

f protein adhesion.

. Experimental

.1. Chemicals and materials

All reagents and materials were used as received unless other-
ise noted. Poly(dimethlysiloxane (PDMS) elastomer and crossing-

inking agent were purchased from Ellesworth Adhesives (Dow
ylgard 184). Microscope glass slides (76.2 mm×25.4 mm×1 mm)
ere obtained from VWR International and used for substrates in all

he experiments. Phosphate buffer saline (PBS, Ph 7.4) was acquired
rom Gibco Invitrogen (Grand Island, NY). Biotin-Rhodamine 110
BR110) and NeutrAvidin were purchased from Biotium and Pierce,
espectively. Ethanol and isopropyl alcohol were obtained from
isher Scientific. Deionized water was prepared with a Millipore
urification system and Rhodamine B dye was purchased as solids
rom Sigma (St. Louis, MO).

.2. Preparation of the glass surface and water contact angle
easurement
The glass surfaces were rinsed subsequently with ethanol and
I water, dried with a stream of air, and stored in desiccators for

urther use. The preparation of the PDMS mixture was previously
escribed elsewhere [16]. In short, PDMS was thoroughly mixed
Fig. 1. Schematic representation of fabrication for PDMS-modified glass surface.

in a 10:1 mass ratio of prepolymer and curing agent according to
the manufacturers directions and degassed under vacuum. Prior to
decanting PDMS onto the glass substrates, the slides were checked
using water contact angle, a small contact angle (<15◦) indicated
the sufficient cleanliness on the surfaces and thus ensured the
quality of PDMS modification [24]. Fluorescence background of
cleaned glass slides was minimal. The PDMS mixture was then
cured against the glass substrate at 90±5 ◦C for 60 min and sub-
sequently peeled to yield the modified surface (Fig. 1). For contact
angle measurements, two types of glass surfaces were examined to
assess the changes in hydrophobic character from PDMS modifica-
tion: sample surface with PDMS coating and control surface (bare
glass) without PDMS coating. The measurements were performed
with the sessile drop technique and the values were determined
from the average of at least 3 or 4 separated droplets through
Drop-Analysis plugin in imageJ (National Institutes of Health). The
measured contact angle of PDMS slabs and pristine glass controls
were in good agreement with previously reported data obtained
under the same conditions [25], which demonstrated reasonable
accuracy in our observation. All the contact angle images were
acquired using a CCD digital camera (SONY-DSC-W7) at different
time scales on distinct sample surfaces in order to examine the sta-
bility of PDMS coating, and the measurements were repeated by
different personnel (n = 4) to reduce the subjectivity in statistical
analysis.

The stability of the PDMS surface was assessed by repeat contact
angle measurements. In cases where PDMS-modified glass will be
exposed to non-aqueous solvents, the swelling of PDMS may affect
the surface stability. Surface stability will affect wettability; there-
fore, contact angle can also serve as a gauge of surface stability after
exposure to different solvents.

2.3. Fluorescence imaging and measurement

An inverted epifluorescence microscope (Olympus IX71)
equipped with a charge-coupled-device CCD camera (Hamamatsu
C4742-95) was used to collect the fluorescent images of adsorbed
Rhodamine B dye on the surfaces. PDMS treated and cleaned
glass slides were immersed in 480 �M Rhodamine B/ethanol solu-
tion, placed at 37 ◦C in the dark and allowed to react for one
hour to enable the completely hydrophobic/electrostatic interac-
tion between glass surfaces and Rhodmine B molecules. Afterwards,
the surfaces were gently washed with DI water to remove excess
Rhodamine B and dried in a stream of air. Rhodamine B-labeled
surfaces were excited through an appropriate bandpass filter. A
100W mercury lamp was chosen as the excitation source. Mul-
tiple images (n > 12) were taken from different spots on sample
and control surfaces. The fluorescence intensities had been mea-
sured using the same NIH image software and normalized by the

overall maximum value obtained from one of the modified sur-
faces. All Rhodamine B fluorescence images were captured with
10× objective at 100 ms exposure time to eliminate experimen-
tal deviation; graphs were generated by Origin 6.0 (OriginLab,
USA).
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Fig. 2. AFM phase images of untreated glass slide (a) and glass slide coated with
PDMS (b). The white features (higher phase) represent the PDMS on the surface.
K. Liu et al. / Talan

.4. Protein adsorption determination

NeutrAvidin was used as a model of protein adsorption onto
DMS-modified and pristine glass surfaces. NeutrAvidin has a high
inding association constant for biotin (Ka≈1015 M−1) [26] and
orms stable complexes.

Biotin-Rhodamine 110 was used to image NeutrAvidin adsorp-
ion via fluorescence microscopy. In this approach, a half-treated
lass surface was exposed to dilute NeutrAvidin solution (100 nM
n PBS) for 30 min, carefully rinsed with PBS, and placed in BR110
BS solution (400 nM) for another 30 min. The slide was then trans-
erred into bulk PBS solution and immediately imaged through
ppropriate filter set coupled with the identical 10× objective
ounted on the microscope. The untreated portion of the slide

erved as the control. All the reactions were performed at room
emperature.

.5. Atomic force microscopy

The morphologies of modified and untreated surfaces were
haracterized by using atomic force microscopy (AFM) (model
SIA XE-100, Park Scientific) in ambient environment. The sur-
ace imaging was operated in non-contact (tapping) mode with

standard silicon cantilever and the scan rates were optimized
o minimize hysteresis between forward and backward traces
f cantilever probe. For determination of topography properties,
andomly selected regions (2 �m×2 �m) on both surfaces were
isualized. Comparisons were made with AFM images to examine
he compositional and physical variations in surface features. Previ-
us observations have shown that the resulting root-mean-square
RMS) roughness of an obtained topography image can reach a rela-
ively higher level by the coverage of trace amount PDMS [16]. Since
0:1 PDMS had been reported to yield optimal cross-linking den-
ity between silicon elastomer and curing agent [13], only this ratio
as tested.

. Results and discussion

.1. Surface characterization

Fig. 2 shows the AFM phase images of modified and plain glass
ubstrates. The phase values of untreated glass are low, indicat-
ng a lack of the more elastic PDMS domains found on the treated
lide. The glass surface exhibits a drastic change in heterogeneity
ue to the chemical modification of residual PDMS. The displayed
hite microdomains on the modified surface represent presumably

esidual PDMS, while the localized features on bare glass surface
ndicate the inevitable defects and contaminants found in glass.
he PDMS adsorption on glass substrate can be used to account
or the observation of more hydrophobic nature and rougher sur-
ace. Various explanations had been proposed for the formation of
hese micro-sized PDMS features on silica surfaces. Galliano and
o-workers described this process as the result of both adherence
nd friction behaviors in cross-linked polymer on a porous surface
24]. Another alternative hypothesis is based on cohesive failure

echanism, in which the physical detachment of hydrogen-bonded
iloxane (Si–O–Si) groups between the PDMS chains and glass sur-
ace contributes to the generation of PDMS adsorbed substrate
25,27].

The effect of surface modification on the water contact angle was

nvestigated in this approach. Fig. 3 presents a water droplet on the
lass surface before and after the PDMS treatment, and on a flat 10:1
DMS slab. As one can see, PDMS coated surfaces have significantly
ncreased water contact angle values. The comparable values of con-
act angle of PDMS-modified glass and bulk PDMS indicate that the

Fig. 3. Photographs of water droplet on a regular glass slide (a), on a slide coated
with 10:1 PDMS (b), and on a 10:1 PDMS slab (c). An inverted optic mount was used
to hold the glass slide.
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Fig. 5. Images of water drop on PDMS treated glass surfaces acquired after 72 h
exposure to vacuum (a), ethanol (b), and isopropyl alcohol (c).
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reated with different ratios of PDMS, and 10:1 PDMS surfaces. The value of contact
ngle on the PDMS slab is slightly higher (10–15%) than modified glass surfaces,
hich show little differences with each other. The t-test was applied to confirm the

tatistical difference between PDMS-modified glasses and PDMS slab.

urfaces have similar hydrophobicities and surface energies. As the
repolymer-cross linker ratio increases, the hydrophobicity of the

DMS-peeled glass does not vary significantly (Fig. 4).

To analyze the effects of time and chemical exposure on surface
ydrophobicity, we measured the contact angles between the glass
lides immersing in widely used solvent (ethanol or isopropyl alco-
ol) and placing in vacuum after 72 h. The shapes of water drops

ig. 6. Fluorescent images of the PDMS coated (C) and blank glass (B) surfaces after 60 min immersion in 480 �M ethanol-based Rhodamine B at a fixed exposure time for
00 ms. The background fluorescence intensity is evaluated using original glass slide (A). These images reveal the corresponding enhancement of Rhodamine B adsorption
n a PDMS-modified surface due to its hydrophobic property. Bright spots could be induced by the fluorescent impurities existing in glass; the discrepancy in fluorescence
ntensity across the glass surface may arise from the uneven distribution of PDMS modification. Scale bar = 100 �m. B: Corresponding profile of normalized intensity showing
he enhanced adsorption of Rhodamine B on a more hydrophobic surface. The error bar denotes the standard deviations.
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Fig. 7. A: Fluorescence images at the edge of PDMS-modified and original surfaces
on the same glass slide. The PDMS-modified portion is on the left; untreated glass is
K. Liu et al. / Talan

re similar to those in Fig. 3, which reveals the absence of dramatic
ncrease or decrease of contact angles (Fig. 5).

Since the combination of chemical composition and microstruc-
ures of the surface plays an important role in defining its
ettability, we believe that the noticed shift to a hydrophobic

ppearance confirms the presence of PDMS on the glass surface.
he fabricated surface also possesses an increased roughness of
nm compared to 0.5 nm for a clean glass; thus more air can be

rapped in the spaces between the structural features on surface.
n conjunction with previous observations that a water droplet can
e speculated as partially sitting on entrapped air on a surface [28],
his levitation reduces the contact area of water with the support
urface, and directly influences the value of contact angle in our
tudy. The quantitative determination of apparent contact angle on
solid and air composite surface can be described by the following
quation [29].

os �c = f (cos � + 1)− 1

here �c and � are apparent and equilibrium contact angles on
eterogeneous and planar surfaces, respectively, and f is the area

raction of the solid substrate. Due to the inversely proportional
ependence, with the decreasing of contact area f, the �c will be
ccordingly increased. Using the mean water contact angle (15 ◦C)
nd the measured contact angle for PDMS-modified glass (10:1
DMS mix), the area fraction can be estimated to be 0.5, and this cal-
ulated number is observed to be consistent with the effect resulted
rom the increase of root mean square (RMS) roughness.

.2. Adsorption of rhodamine B on PDMS-modified glass

Recently, fluorescence imaging of Rhodamine B has been
uccessfully used for dynamic flow characterization and temper-
ture studies in microfluidic and lab-on-a-chip devices [30–32].
lthough, many researchers have also reported the problem of spe-
ific adsorption and diffusion of small hydrophobic fluorophores
e.g. Rhodamine B) within PDMS based channels [32], this com-
atibility issue has been exploited in this case for monitoring the
race amount PDMS on the sample surface. As shown in Fig. 6, the
uorescent intensity of PDMS-treated glass is much higher than
lass without PDMS modification. The blank slide indicates the
ase level of background luminescence common to glass slides
xcited at the wavelengths used with rhodamine B (540–550 nm).

residual amount of rhodamine B on untreated glass increases
he fluorescence from 19% of the normalized scale to 29%, whereas
he adsorption of rhodamine B on PDMS-treated glass is 3.4 times
arger. In comparison, rhodamine absorption to PDMS slabs was

easured to be 25 times larger than PDMS treated glass. The adhe-
ion or partition of this low molecular weight hydrophobic dye can
herefore be used as a marker of surface modification, particularly
hen the cast-and-peel features are too small for AFM access or

ontact angle analysis. In addition, this method is useful in finished
evices, where fluorescence imaging may be the only method to
ssay surface modification.

.3. Biotin-neutravidin labeling of PDMS-modified surface

Protein adsorption is especially meaningful in cell-based assays.
t is commonly accepted that cell adhesion is mediated by the inter-
ction with preadsorbed proteins during implant integration [21].
o quantitatively evaluate whether modification of glass surfaces

ith PDMS is beneficial for the fabrication of a more bio-friendly

nterface, adhesion of NeutrAvidin was investigated. As shown in
ig. 7A, the portion of the surface with PDMS domains has higher
uorescence intensity, which is the evidence that more NeutrA-
idin protein molecules were immobilized at defined location due
on the right. The increased hydrophobicity results in increased NeutrAvidin adsorp-
tion (visualized using biotinylated rhodamine 110, scale bar = 100 �m. B: Fluorescent
intensity profile of a randomly selected line across the boundary showing the dif-
ference in signal amplitude.

to the hydrophobic interaction. Fig. 7B illustrates the corresponding
fluorescence intensity profile across the edge of two separate areas.
Experiments with the biotin-rhodamine 110 probe only (no protein)
showed minimal adhesion to glass and PDMS-modified glass when
compared with experiments where both protein and biotinylated
fluorophore were present.

4. Conclusion

PDMS-modified glass results as an artifact from a cast-and-
peel fabrication method. Microfluidic devices using this fabrication
approach must therefore be careful to assure that the desired oper-
ation matches the real functionality of the device. Alternatively, this
method can intentionally be performed to generate rigid surfaces
with greater hydrophobicity than bare glass. The water contact
angle and fluorescence measurements revealed a profound increase
in water contact angle (∼90◦) on the treated glass surface. Our

future work will focus on controlling of PDMS residual density on
surfaces by means of varying the ratio of PDMS prepolymer or the
curing time and temperature between the slab and the surface,
achieving a more uniform modification on various surfaces. We
will also investigate different polymeric materials and metals, and
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mproving the reproducibility from chip to chip. A greater under-
tanding of PDMS–glass interactions, including investigation into
he mechanism of PDMS adhesion after peeling, will aid in pro-
ucing a new class of microfluidic devices with tailored surface
roperties.
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A study was performed to assess the performance of aminoacids immobilized on carbon nanotubes (CNTs)
for their employment as a sorbent for solid phase extraction systems. An immobilization method is
introduced and the aminoacid L-tyrosine was chosen as a case study. A spectrophotometric study revealed
the amount of aminoacid immobilizated on CNTs surface, and it turned to be of 3174 �mol of L-tyr g−1. The
material was tested for Co retention using a minicolumn inserted in a flow system. At pH 7.0, the amount
of Co retained by the column was of 37.58±3.06 �mol Co g−1 of CNTs. A 10% (v/v) HNO3 solution was
arbon nanotubes
-Tyrosine
obalt
olid phase extraction

chosen as eluent. The pH study revealed that Co binding increased at elevated pH values. The calculation
of the mol ratio (moles of Co bound at pH 9 to moles of L-tyr) turned to be 3:1. The retention capacity
was compared to other bivalent cations and showed the following tendency: Cu2+ > Ni2+ > Zn2+�Co2+.
The analytical performance was evaluated and an enrichment factor of 180 was obtained when 10 mL
of 11.37 �g L−1 Co solution was loaded onto the column at pH 9.0; reaching a limit of detection (LoD) of
50 ng L−1. The proposed system was successfully applied to Co determination in QC-LL2 standard reference

al wa
material (metals in natur

. Introduction

Some heavy metals like copper and cobalt are necessary for
uman life, while some heavy metals such as lead and cadmium
re problematic for humans [1]. Metal ions determination at trace
evels is very important in the context of environmental protection,
ood and agricultural chemistry as well as high purity materials [2].

etals are introduced into the environment by natural and anthro-
ogenic sources [3]. The major man-made sources of these heavy
etals are soils and dusts from traffic, industry and weathered
aterials.
The direct determination of metal ions in complex matrices is

imited due to their usually low concentrations and matrix inter-
erences [1]. In trace analysis, therefore, preconcentration and/or
eparation of analytes are necessary to improve sensitivity and

electivity of analysis. Solid phase extraction (SPE) has been devel-
ped as a convenient and low cost alternative in comparison
o other extraction techniques, and is widely used for separa-
ion and preconcentration purposes [4]. SPE is an effective means

∗ Corresponding author at: Instituto de Química de San Luis (INQUISAL-CONICET),
hacabuco y Pedernera, CP 5700, San Luis, Argentina. Fax: +54 2652 430224.

E-mail address: ldm@unsl.edu.ar (L.D. Martinez).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.050
ter).
© 2009 Elsevier B.V. All rights reserved.

for extending detection limits and solving problem referred to
matrix interferences. The methods based on sorbent extraction
have proven to be the most attractive ones due to their specificity
and high preconcentration efficiency [5,6].

Many materials have been employed by our research group
for SPE like activated carbon [7] and more recently different
aminoacids immobilized on controlled pore glass (CPG) like L-
methionine [8]. Nowadays, carbon nanotubes (CNTs) have been
proposed as a novel solid phase extractant for various inorganic and
organic compounds/elements at trace levels [1,9–11]. The hexago-
nal arrays of carbon atoms in graphite sheets of CNTs surface are
ideal for strong interactions with other molecules. In addition, their
large surface areas make them a promising solid sorbent for pre-
concentration procedures [12–14]. In this context, many molecules
have been immobilized onto CNTs surface, like DNA and different
proteins [15–21]. In order to create synergy between nanotubes and
biomolecules, these must be connected to CNTs. The best stabil-
ity, accessibility and selectivity, however, will be achieved through
covalent binding because of its capability to control the location of

the biomolecule, improving stability, accessibility and selectivity;
reducing leaching [22].

Aminoacids appear as promising molecules to be immobilized
on nanomaterials [23]. They possess different functional groups
with different metal binding capacities. Selectivity, strong binding
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apacity and environmental innocuity [24–27] are some properties
hat aminoacids present turning them into ideal molecules for trace
lement preconcentration.

L-Tyrosine is an aromatic, low polar aminoacid with a pheno-
ic group on its side chain. Many complexes have been described
nvolving L-tyrosine and metals such as Al [28], Cu [29], Fe [30], Hg
31] even with Co [32]. The noncovalent binding forces involved in
hese complexes are cation–� interactions [33]

This paper describes a new immobilization method to link the
minoacid L-tyrosine to CNTs. The number of aminoacid molecules
mmobilized onto the CNTs was determined. Cobalt was selected
s a key element to assess L-tyrosine-CNTs as a new sorbent for
PE procedures. Influent concentration, pH, influent flow rate and
comparison with other bivalent cations were used as parameters

or characterization. Analytical features were also studied. For val-
dation, Co was determined in QC-LL2 standard reference material.
o the best of our knowledge this is the first time that an aminoacid
mmobilized on CNTs has been employed for analytical purposes.

. Experimental

.1. Instrumentation

The determination of metal concentrations was carried out on a
himadzu Model AA-6800 atomic absorption spectrometer (Tokyo,
apan), equipped with an air/acetylene flame. A deuterium back-
round corrector was used for every elemental determination. The
avelengths of Co, Ni, Cu and Zn used were 228.616, 221.647,
24.754 and 213.856 nm, respectively.

A Beckman, Model DU 520, UV/Vis spectrophotometer (Califor-
ia, USA) was employed to determine the number of L-tyr molecules

mmobilized onto CNTs surface.
A Minipulse 3 peristaltic pump Gilson (Villiers-Le-Bell, France)

as also used. Sample injection was achieved using a Rheodyne
Cotati, CA, USA) Model 50, four-way and of six ports, two positions,
otary valves. Instrumental details and experimental conditions
dopted for the FI system are the same reported previously [34].

The conical minicolumn was prepared by placing 10 mg of L-
yrosine-CNTs into an empty conical tip using the dry packing

ethod. The minicolumn has an internal diameter of 0.5–3 mm and
cm length. To avoid filling losses when the sample solution passed

hrough the conical minicolumn, a small amount of quartz wool
as placed at both the ends. The column was then connected to

n eight-roller peristaltic pump with PTFE tubing to form the pre-
oncentration system. Tygon type pump tubing with an internal
iameter of 1.52 mm (Ismatec, Cole Parmer, Vernon Hills, IL, USA)
as employed to propel the sample, reagents and eluent.

.2. Reagents

Unless otherwise stated, the chemicals used were of analytical
rade, and therefore no further purification was required. Working
tandard solutions were prepared immediately before use by step-
ise dilution from 1000 mg L−1 Co, Ni, Zn and Cu stock standard

olution (Flucka, Steinheim, Switzerland). Commercial multiwall
NTs were obtained from Sunnano (Jiangxi, China). L-Tyrosine was
btained from MP Biomedicals Inc (Chicago, IL, USA).

.3. Immobilization procedure

About 10 mg of commercial multiwall CNTs were treated with

oncentrated HNO3 to clean them and eliminate possible Fe
esidues present in CNTs due to the generation process. This pro-
edure also allowed the generation of –COOH and –OH groups on
NTs surface, improving their solubility [35]. After this, CNTs were
entrifuged, filtrated and dried.
Fig. 1. Electron micrographs of (a) CNTs and (b) L-tyrosine immobilized on CNTs.

The resultant powder was suspended in phosphate buffer pH 7.0
and an aliquot of 10 mg of the aminoacid (L-tyr) was added to the
buffer solution. After this, the solution was heated for 48 h at 45 ◦C.
Finally, it was filtered, and CNTs were dried at room temperature.
Fig. 1 shows a scanning electron microscopy (SEM) photograph of
CNTs previous and after the immobilization.

2.4. Metal binding studies

2.4.1. Procedure
The uptake and release of Co by L-tyr immobilized on CNTs

were studied with respect to pH, influent flow rate, influent con-
centration and compared with other bivalent cations (Zn, Ni, and
Cd) using an on line procedure. Before starting the experiments, a
cleaning step of 5 min with 10% HNO3 was performed. After that,

−1
a 0.05 mol L ammonium acetate solution (pH 7.0) was pumped
through the column for 2 min at 1 mL min−1 to recondition the
column to the neutral pH. The different solutions were prepared
by dilution from metal standard into 0.05 mol L−1 ammonium
acetate. Different volumes of 11.4 mg L−1 ammonium acetate–metal
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ig. 2. Schematic diagram of the instrumental setup: S, sample (flow rate, 1 mL min−

1 and P2, peristaltic pumps; C, minicolumn packed with L-tyr-CNTs; V, injection va

olution were then passed through the column at a flow rate of
mL min−1. The end of the column was connected directly to the

AAS instrument and Co signal was registered. Once the effluent
oncentration reached the influent concentration, the sample flow
as stopped.

After that, metals were eluted from the column with a 10% HNO3
olution and collected in 25 mL glass flasks. It was probed that acids
an cause a reversible change in the tertiary structure of aminoacids
roviding efficient and rapid release of metals from the binding
avity [8]. Other eluents such as HCl were tested and no significant
ifferences were obtained. Finally, the column was reconditioned
nd the process started again.

An Origin® 7.0 program was used to perform calculations related
o the amount of metal bound to the column, from breakthrough
urves.
.5. Analytical performance studies

.5.1. Preconcentration procedure
Analytical performance studies were carried out employing an

n line system. The flow injection manifold used for preconcentra-

ig. 3. Breakthrough curves on L-tyr-CNTs for 11.4 mg of Co L−1 solution loaded
t 1.00 mL min−1. The discontinued upper line corresponds to the initial influent
oncentration.
buffer; E, eluent (flow rate, 1.0 mL min−1); A, Ar (flow rate, 0.7 mL min−1); W, waste;
alve positions: (a) sample loading and (b) injection.

tion, separation and subsequent determination of Co is shown in
Fig. 2. Before loading, the column was conditioned at the desired pH
with a 0.05 mol L−1 ammonium acetate buffer (valve V1 in position
B). A volume of sample was then loaded on the conical minicol-
umn (M) at flow rate of 1 mL min−1 with valve V1 in position S and
valve V2 in load position (a). Finally, valve V2 was switched to the
injection position (b) and Co retained was eluted with 10% HNO3
solution at 1 mL min−1. After that, the eluate was introduced into
FAAS. The operation conditions were established and the determi-
nations were carried out.

3. Results and discussion

3.1. Determination of L-tyr immobilized on CNTs

The amount of L-tyr immobilized on CNTs was spectrophome-
trically determined. In a first step, the maximum absorption line
of L-tyr was searched using a 125 mg L−1 solution. Accordingly to
Cvijovic et al. [28], L-tyr intensively absorbs in the near-UV region.
The spectra obtained showed that the maximum absorption of L-
tyr occurs at 290 nm. Every other determination was performed at
this wavelength value.

The analyzed solution was the residue obtained after the filtra-
tion of the heated solution, where the remained un-immobilized
aminoacid was collected. Then, the amount of aminoacid deter-
mined corresponds to that one not retained by the column. The
amount of immobilized aminoacid on CNTs was calculated by
the difference with the initial concentration of aminoacid added
(10 mg).

The results showed that 4 mg L−1 of the aminoacid remained in
the filtrated solution. Then, the amount of immobilized aminoacid
on 10 mg of CNTs was of 6 mg of L-tyr (60% immobilization).

It is plausible to think that at this concentration levels, CNTs
were saturated with the aminoacid. This value corresponds
to 3173 �mol of L-tyr g−1 of CNTs with a surface coverage of
2.2–8.5×1015 L-tyr residues cm−2 CNTs, assuming a surface area
of 90–350 m2 g−1 CNTs (value provided by Sunnano). These results
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Table 1
Effective Co retention capacities for L-tyr-CNTs.

pH Co bound (�mol g−1 of CNTs) Co recovered (%)

4 6.22 ± 0.49 110.41
5 15.33 ± 1.59 110.07
6
7
8
9
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22.05 ± 2.74 104.67
37.58 ± 3.06 79.96
43.08 ± 3.52 109.66
101.9 ± 6.94 101.0

emonstrate that the immobilization procedure adopted is highly
fficient.

.2. Column capacity

The L-tyr-CNTs column capacity was determined for pH values
anging from 4.0 to 9.0, using a 11.4 mg L−1 Co influent solution
umped through the column at a flow rate of 1.00 mL min−1.

The total amount of Co bound, expressed in �mol g−1 of L-tyr-
NTs, was determined by integration of the breakthrough curves in
ig. 3 and it was verified by comparison to the amount of Co recov-
red in the 25 mL 10% nitric effluent solution (Table 1). The total Co
ecovered in the effluent was in good agreement with calculations
rom the breakthrough curves. The analysis of Table 1 shows that
-tyr-CNT has a high retention capacity for Co, considering the mass
resent in the column, only 10 mg. If we consider that typical sor-
ent materials such as resin beads, porous glasses and carbon-based
owders have diameters in the �m–mm range while nanoparticle
ave diameter in 10–100 nm range, for a given mass of media, the
article density increases with the nanoparticles falling between
06 and 1015 [23].

The un-functionalized CNTs binding capacity for Co was eval-
ated at pH 7.0 and it turned to be of 20.17±2.58 �mol Co g−1

f CNTs. As shown in Table 1, L-tyr-CNTs has a binding capacity
f 37.58±3.06 �mol Co g−1 of CNTs, then the functionalized CNTs
mproves Co retention capacity compared to un-functionalized
NTs with an enhancement factor of ∼2.

.3. Effect of pH on Co binding

It has been reported that pH is a very important factor for the
dsorption process of metals on aminoacids [8,23]. It is related to
rotonation and deprotonation processes on aminoacids, and with
he metal specie present in solution [8].

As it can be seen in Fig. 3, the retention of Co by L-tyr-CNTs
s more effective at higher pH values. The Co species present in
olution at these pH values and concentration levels that could be
nteracting with L-tyr-CNTs are CoOH+ and HCoO2

− [36].
The discontinued upper line indicates the influent concentra-

ion. Every effluent solution reaches the influent concentration
xcept for pH 9.0. This could be attributed to the presence of weaker
inding sites [37]. Also at this pH value a remarkable different
ehavior appears, with an acute increment in Co retention, with
01.8±6.9 �g of Co g−1 of L-tyr-CNTs as it can be seen in Table 1.
his increase in Co adsorption onto L-tyr-CNTs at pH 9.0 coincides
ith the deprotonation of NH3 group in L-tyr which occurs at pH

.11. The calculation of the mol ratio (moles of Co bound at pH 9 to
oles of L-tyr) turned to be 3:1.

.4. Comparison with other bivalent metals
The adsorption behavior of Co on L-tyr-CNTs was compared
ith that of Ni, Zn and Cu. The pH was fixed at 7 for comparative
urposes. These elements were chosen because they are bivalent
ations, immediately close to Co and a comparison with respect to
ation size could be made. The retention capacities for Cu, Ni, Zn and
Fig. 4. Breakthrough curves on L-tyr-CNTs for 5.7, 11.4 and 22.7 mg of Co L−1 solution
(pH 7.0) loaded at 1.00 mL min−1. The discontinued upper line corresponds to the
initial influent concentration.

Co obtained from the integrations of the breakthrough curves are
155.0±3.3, 100.5±1.5, 78.8±1.1 and 37.6±0.84 �mol g−1 of CNTs,
respectively.

It is plausible to think that smallest cations should be more
retained on the sorbent. As it can be observed, the adsorption trend
is Cu > Ni > Zn�Co. This tendency shows that bigger cations are
more absorbed on L-tyr-CNTs. Analyzing the metal species present
in solution at this pH value and concentration it can be seen that
the major Co specie present is Co2+. However, for the most retained
metals (Cu and Ni) the predominant species are CuOH+ and NiOH+,
respectively [36]. In conclusion, metal size is an important parame-
ter to evaluate the adsorption process, but the metal specie present
at a determined pH value and the element concentration should be
considered for a correct evaluation as well.

3.5. Effect of influent concentration

Different Co influent concentrations were loaded on line onto
the column at pH 7.0, at a flow rate of 1 mL min−1 to assess the Co
uptake capacity of L-tyr-CNTs. The influent concentrations tested
were 22.7 and 5.7 mg L−1 and the amount of metal bound was
82.64 and 35.31 �mol of Co g−1 L-tyr-CNTs, respectively. Results
were obtained by integration of the breakthrough curves shown
in Fig. 4.

When a Co concentration of 11.4 mg L−1 was tested, the col-
umn retained 37.58 �mol of Co g−1 of L-tyr-CNTs at pH 7.0. This
experiment showed that at low influent concentrations (5.7 mg L−1)
no substantially changes in Co retention occurred. At higher Co
concentrations, the amount of metal bound to the sorbent was pro-
portional to the amount of Co loaded. This could be related to an
improved accessibility of Co ions to L-tyr-CNTs binding sites when
low concentration rates of the influent were passed through the
column. At higher concentrations, Co retention by L-tyr-CNTs could
be reaching a saturation level.

3.6. Effect of influent flow rate

It is expected that sample solutions can be passed through
the column at higher flow rates with constant recoveries. Influent
flow rate is a very important parameter to consider in this kind
of studies because it is directly related to sample throughput. The
influent flow rate effect on Co binding by L-tyr-CNTs was studied
by loading a 11.4 mg L−1 Co solution at 0.5 and 2.0 mL min−1 at pH
7.0. These results were compared with the breakthrough curve at
1.0 mL min−1, as it can be seen in Fig. 5.

By integration of the breakthrough curves the amount of Co

bound to the column at 0.5 and 2.0 mL min−1 turned to be of 50.32
and 25.44 �mol of Co g−1 L-tyr-CNTs, respectively. The absorption
capacity of the column decreases at higher flow rates, but not pro-
portionally, keeping in mind that 37.58 �mol of Co g−1 L-tyr-CNTs
are retained at a flow rate of 1 mL min−1. This could be indica-
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ive that at flow rates higher than 1.0 mL min−1 L-tyr-CNTs are not
inding Co under equilibrium conditions.

.7. Analytical performance

The potential of this new sorbent for a SPE extraction system
as evaluated by applying it to Co determination in the standard

eference material (SRM), QC METAL LL2 (metals in natural water).
ifferent analytical parameters were evaluated and they can be

een in Table 2.
The analytical performance was studied by loading 10 mL of

1.37 �g L−1 Co solutions on the column. The study was performed
t pH 9.0 because the retention was maximal. As it can be seen in
able 2, an enrichment factor as high as 180-fold can be obtained.
revious studies demonstrated that metals retained by aminoacids
ere released with a quantitative recovery and that elevated

nrichment factors can be reached [8]. This is possible because a
uantitative release can be achieved by simply lowering the pH of
he solution and the target metal can be easily released enhancing
he preconcentration ratio. Also the presence of the active sites on
he surface, inner cavities and inter-nanotube space contributes to
he high metal removal capability of CNTs.

The effects of potential interference species at the concentration
evels at which they may occur in the studied sample were tested.
or this purpose, synthetic Co solutions were prepared and the sig-
al was monitored, after the preconcentration procedure, in the
resence of cations such as Na+, K+, Ca2+ and they were tolerated
p to at least 1000 mg L−1. On the other hand, the effects of anions
uch as CO3

2−, SO4
2−, Cl− and NO3

− were tolerated up to at least of
000 mg L−1.

In order to validate the proposed method, Co was determined
n the standard reference material (SRM), QC METAL LL2 metals
n natural water with a Co certified concentration of 50 �g L−1.
he standard addition technique was applied to Co determination.

hree aliquots of 20 mL of the SRM at pH 9.0 were added with 10,
0 and 100 �g L−1 of Co solution and diluted with distilled water

nto glass flasks to 25 mL. Using the proposed method, the content
f Co found was 51±1.26 �g L−1 (95% confidence interval; n = 10).

able 2
nalytical performance of the preconcentration system.

reconcentration time (s) 600
alibration range (�g L−1) ∼DL−250
ample consumption (mL) (sample flow rate = 1 mL min−1) 10
elative standard deviation (%) [n = 10, at 10.0 �g L−1 Co (II) level] 2.7–3.4
etection limit (ng L−1) 50
nrichment factor (EF) 180

L, detection limit.
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4. Conclusion

This work presents a method for aminoacids immobilization on
CNTs. The performance was verified by the determination of the
amount of L-tyr immobilizated on the nanomaterial surface.

The new substrate demonstrated a high retention capacity for
metals combined with a high CNTs specific surface for aminoacids
immobilization.

The analytical features were correlated with aminoacids behav-
ior on SPE systems. A 100% of Co retention was reached in a wide
pH range. The fast kinetic adsorption/desorption process, allowed a
high enrichment factor, reaching a very low detection limit. These
results will be extended to other elements in order to evaluate the
speciation possibility, another characteristic of aminoacids immo-
bilizated on solid supports.
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a b s t r a c t

A surface plasmon resonance (SPR)-based biosensor was developed for simple diagnosis of severe acute
respiratory syndrome (SARS) using a protein created by genetically fusing gold binding polypeptides
(GBPs) to a SARS coronaviral surface antigen (SCVme). The GBP domain of the fusion protein serves as an
anchoring component onto the gold surface, exploiting the gold binding affinity of the domain, whereas
the SCVme domain is a recognition element for anti-SCVme antibody, the target analyte in this study. SPR
analysis indicated the fusion protein simply and strongly self-immobilized onto the gold surface, through
GBP, without surface chemical modification, offering a stable and specific sensing platform for anti-
SCVme detection. AFM and SPR imaging analyses demonstrated that anti-SCVme specifically bound to
the fusion protein immobilized onto the gold-micropatterned chip, implying that appropriate orientation
of bound fusion protein by GBP resulted in optimal exposure of the SCVme domain to the assay solution,
old binding polypeptide resulting in efficient capture of anti-SCVme antibody. The best packing density of the fusion protein onto
the SPR chip was achieved at the concentration of 10 �g mL−1; this density showed the highest detection
response (906 RU) for anti-SCVme. The fusion protein-coated SPR chip at the best packing density had a
lower limit of detection of 200 ng mL−1 anti-SCVme within 10 min and also allowed selective detection
of anti-SCVme with significantly low responses for non-specific mouse IgG at all tested concentrations.
The fusion protein provides a simple and effective method for construction of SPR sensing platforms

select
permitting sensitive and

. Introduction

Severe acute respiratory syndrome (SARS) is a newly emerged
isease of global significance because of its highly contagious
ature. Extensive human worldwide travel, and contact with ani-
als [1,2], contribute to the SARS problem. Early detection and

dentification of SARS coronavirus (CoV)-infected patients, and
ctions to prevent transmission, are absolutely critical in pre-
ention of another SARS outbreak [1,3]. Although enzyme-linked
mmunosorbent assays (ELISAs) and real-time PCR-based diagnos-

ic tests for SARS have been valuable for early identification of
nfections, they are still laborious and expensive and require skilled
ersonnel [3–5]. Therefore, in terms of public health measures

n response to epidemics, a rapid recognition of emerging SARS

∗ Corresponding author. Tel.: +82 31 780 9320; fax: +82 31 780 9228.
E-mail address: shko7@kfri.re.kr (S. Ko).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.051
ive detection of anti-SCVme antibody.
© 2009 Elsevier B.V. All rights reserved.

infections urgently requires new diagnostic tools that are portable,
sensitive, and easy to use, to assure (as much as possible) “in-field”
detection.

Recently, surface plasmon resonance (SPR)-based biosensors
have been developed for the direct monitoring of antigen–antibody
interactions. Such sensors offer several advantages: there is no
need for labeling; real-time detection is possible; curtailment of
non-specific binding is achievable; and detection of nanomolar con-
centrations of proteins of molecular weights larger than 180 Da is
possible [6,7]. In principle, a surface plasmon oscillation is a local-
ized wave that propagates along the interface between the gold
film and the ambient medium and is very sensitive to changes in
the refractive index near the gold surface when biomolecules bind

to that surface [7,8].

One of the main issues in the development of biosensors is effi-
cient immobilization of biomolecules on the sensor surface. Many
protein immobilization techniques, based on both physical adsorp-
tion and covalent linkage, have been developed in the past few
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Fig. 1. Synthesis of (a) E-SCVme and (b) GBP-E-SCVme fusion genes by overlap PCR.
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ears [9]. However, the physical attachment to surface is likely to
e heterogeneous, weak, and randomly oriented, and the covalent
ttachment also can lead to random immobilization of proteins,
esulting in a reduction of biological activity. Such techniques are
umbersome and time-consuming. Therefore, a simple method to
mmobilize target proteins, with retention of biological activity, is
rgently required.

A gold binding polypeptide (GBP) containing triple repeats of a
articular 14 amino acid sequence is able to bind metallic gold [10].

nterestingly, none of these 14 amino acid residues is cysteine, gen-
rally considered to form a thiol linkage with gold [11], thus offering
new way of interaction between proteins and gold surfaces. Polar

ide-chains of peptides rich in serine and threonine seem to inter-
ct with the gold surface. The adsorption kinetics of GBP onto the
old surface were explored using SPR spectroscopy [12]. Further-
ore, proteins and peptides of interest can be fused to the GBP for

mmobilization on the gold surface [13]. These findings led us to
evelop protein immobilizations of biological sensors using GBP as
fusion partner.

In this paper, we developed a simple protein immobilization
ethod employing genetically engineered GBP-fused proteins as

oth biolinkers and ligands, to create a SARS diagnosis tech-
ique employing an SPR detection system. The GBP-fusion proteins
onsist of two domains of the GBP fused to SARS-CoV membrane-
nvelope (SCVme) protein. The fusion proteins can be directly
elf-assembled onto the SPR gold surfaces via the GBP portions
ithout complicated chemical modification of the gold surface,

nd the SCVme portion serves as a capture ligand for anti-SCVme
ntibody.

. Experimental

.1. Chemicals and reagents

Unless otherwise stated, all chemical reagents were purchased
rom Sigma–Aldrich (St. Louis, MO, USA). Rabbit anti-SCVme poly-
lonal antibody was prepared by immunization with a peptide
orresponding to residues 58–75 (COOH-CVYSRVKNLNSSEGVPDLL-
H2) of the envelope protein, according to the manufacturer’s
rocedures (Peptron, Daejeon, Korea). All restriction enzymes
ere purchased from New England Biolabs (Beverly, MA, USA).

hosphate-buffered saline (PBS, pH 7.4) from BD Biosciences (San
ose, CA, USA) was used as a flow solution and dilution buffer for
PR analysis. Distilled water (18 M� cm) was obtained using an
ltrapure water system (Milli-Q; Millipore, Billerica, MA, USA).

.2. Preparation of SARS-CoV envelope gene

Antigenic regions were predicted by analyzing the primary
tructure of the SARS-CoV envelope protein. Oligonucleotides
ncoding the SARS-CoV envelope protein were synthesized by
esign of gene sequence from the envelope amino acid sequence,
mploying the DNAWorks program [14]. The sequence encod-
ng the SARS-CoV envelope protein was obtained from GenBank
accession number AY274119.3). The relevant gene was located
rom base pairs 26,117–26,347 in the SARS genomic sequence, and
ncoded 76 amino acids [1]. The codon frequency was chosen to
epresent Escherichia coli class II, and the following parameters
ere employed: maximum oligonucleotide length, 50 nt; anneal-

ng temperature, 58 ◦C; codon frequency threshold, 50; number of

olutions, 50. Synthetic assembly of the intact envelope gene using
omponent oligonucleotides was performed with a single-step
ssembly protocol [15]. We describe the approach only in general.
olymerase chain reaction (PCR) experiments for gene assembly
ere carried out under the following cycling conditions: initial
Abbreviations are: 6His, six histidines; EGFP, enhanced green fluorescent protein;
GBP, gold binding polypeptide; SCVme, the SARS-CoV membrane-envelope chimera
protein.

denaturing step at 94 ◦C for 5 min to avoid any possible mispriming;
30 cycles of denaturing at 94 ◦C for 30 s; annealing at various tem-
peratures (depending on the melting temperatures indicated by the
DNAWorks program); extension at 72 ◦C for 1 min; and a final exten-
sion at 72 ◦C for 7 min. For gene amplification, 1 �L of the mixture
from the gene assembly reaction was used as a template, with the
outermost oligonucleotides used as primers. As in a previous report
[2], PCR experiments were performed using a Thermal Cycler (Bio-
Rad, Hercules, CA, USA) and high-fidelity Taq polymerase (Takara
Bio, Shiga, Japan) for the cloning of the SARS-CoV envelope gene in
E. coli. All DNA manipulations including restriction digestion, lig-
ation, and agarose gel electrophoresis, were standard procedures
[16]. The DNA sequence of the clone was confirmed by automatic
DNA sequencing (ABI Prism 377, PerkinElmer, Grove, IL, USA).

2.3. Preparation of GBP-EGFP-SCVme fusion proteins

Bifunctional fusion proteins were created by genetically fusing
GBP and SCVme to enhanced green fluorescent protein (EGFP),
allowing for two specific interactions between GBP and gold
substrates, and the capture of SCVme and anti-SCVme antibod-
ies by SCVme. EGFP from the jellyfish Aequorea victoria was
used as a model protein for soluble expression of the fusion
proteins and offered convenient monitoring of soluble frac-
tions, and a six-histidine (6His) was tagged to easily purify the
fusion proteins. The DNA fragment encoding 6His-EGFP was first
amplified by PCR with the primers P1 (5′-GCGAATTCCATGGT-
GCACCATCACCATCACCATAGCAAGGGCGAGGAG-3′) and P3 (5′-
ACAAAAACCTGTTCCGATTCTTGTACAGCTCGTCCATGCC-3′), using
the plasmid pEGFP (BD Biosciences) as a template. Then, the
fusion of the DNA fragment encoding incomplete SCVme to 6His-
EGFP was achieved by PCR amplification with the primers P2
(5′-GGCATGGACGAGCTGTACAAGAATCGGAACAGGTTTTTGT-3′) and
P4 (5′-CGGAATTCAAGCTTTTAGACCAGAAGATCAGGAAC-3′), using
pTrc-6HSCVme::AfBD [2] as a template. Finally, the complete 6His-
EGFP-SCVme (E-SCVme) fusion gene fragment was amplified with
the primers P1 and P4 using the PCR products encoding 6His-EGFP
and SCVme as templates (Fig. 1(a)). The PCR product was digested
with NcoI and HindIII, and ligated into the NcoI–HindIII fragment
of pTrc99A (GE Healthcare, Piscataway, NJ, USA) to construct
pTESCVme expressing E-SCVme fusion protein.

For the cloning of 6His-GBP-EGFP-SCVme (GBP-E-SCVme)
fusion gene (Fig. 1(b)), DNA fragments encoding EGFP and the
SCVme fusion gene were amplified by PCR as previously reported
[2]. The DNA fragment encoding 6His-GBP-EGFP was first ampli-
fied by PCR with the primers P3 and P5 (5′-GCGAATTCCATGGGC-
CACCATCACCATCACCATGGCAAAACCCAGGCGACCA-3′) using the

plasmid pTGE as a template. A DNA fragment encoding SCVme
was amplified using primers P2 and P4. Finally, the GBP-E-SCVme
fusion gene was amplified with primers P4 and P5 using the
above PCR products as templates. The amplified GBP-E-SCVme
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usion gene was digested with NcoI and HindIII, and ligated into
he NcoI–HindIII fragment of pTrc99A to construct pTGESCVme
xpressing GBP-E-SCVme fusion protein.

For expression of the fusion proteins, plasmids were consecu-
ively introduced into E. coli XL1-Blue strain (recA1, endA1, gyrA96,
hi, hsdR17, suppE44, relA1, l−, lac−, F′[proAB laclq lacZ�M15, Tn10
tet)r]), from Stratagene, La Jolla, CA, USA using a Gene Pulser
lectroporator (Bio-Rad) in accordance with the manufacturer’s
nstructions. The E. coli transformants harboring pTESCVme and
TGESCVme were cultivated in Luria–Bertani (LB) medium (tryp-
one 10 g L−1, yeast extract 5 g L−1, NaCl 5 g L−1) with ampicillin
100 �g mL−1) at 37 ◦C in a shaking incubator (200 rpm). Cell
rowth was monitored by measuring optical density at 600 nm
OD600) using a spectrophotometer (DU®650, Beckman, Fullerton,
A, USA). When cultures reached OD600 values of 0.6, the expression
f the trc promoter was induced by adding 1 mM (final concentra-
ion) isopropyl-�-d-thiogalactopyranoside (IPTG) to culture broth.
fter further cultivation for 6 h, cells were harvested by centrifu-
ation at 10,000× g for 10 min at 4 ◦C and disrupted by sonication
Braun Ultrasonics, Danbury, CT, USA) for 1 min at 40% of output
ower. After centrifugation at 16,000× g for 10 min at 4 ◦C, the
upernatant containing soluble proteins was obtained for further
nalysis. Because of the 6His tags, the E-SCVme and GBP-E-SCVme
usion proteins were simply purified using Ni-chelating resin (Qia-
en, Valencia, CA, USA).

.4. Fabrication of gold micropatterns

To prepare gold-patterned chips, glass slides were washed with
iranha solution (75% H2SO4/25% H2O2, v/v) to enhance gold adhe-
ion onto the glass substrate. An AZ9260 positive photoresist (SU-8,
icrochem, Newton, MA, USA) master was made on the slide by

ven pouring and spin-coating at 2000 rpm for 60 s. To remove
olatile organics, the slide was cured in a convection oven at 110 ◦C
or 3 min. After slow cooling, the slide was exposed to ultravio-
et (UV) light for 75 s at a temperature below 30 ◦C, which was
ery useful to prevent the photoresist cracking. UV-exposed slides
ere then treated with AZ9260 developer for about 5 min, and then
V-exposed photoresist was removed, but SU-8-negative photore-

ist was retained. A thermal evaporation unit was used to deposit
he chromium and gold onto the slide glass, in which height was
ontrolled to be 5 and 40 nm, sequentially. Following gold depo-
ition, the slides were soaked in acetone to remove the AZ9260
hotoresist over 4 h. Finally, the gold patterns of 50-�m circle in
iameter remained only on the developed region, where no pho-
oresist existed after development.

.5. Atomic force microscopy (AFM) imaging analysis

The GBP-E-SCVme fusion protein was immobilized onto the
old-micropatterned substrate by dipping the substrate into a solu-
ion of GBP-E-SCVme (100 �g mL−1) for 30 min at 25 ◦C, followed by
ashing with distilled water and drying with nitrogen gas. Anti-

CVme antibodies (100 �g mL−1) were sequentially treated onto
he substrate surface by dipping in antibody solution for 30 min
t 25 ◦C. Following washing and drying of the prepared chip, the
urface morphology and the height of each layer formed were inves-
igated by AFM. The AFM analyses were performed using an XE-100
canning Probe Microscope system (Park Systems, Suwon, Korea)
n the non-contact mode, employing a Tap300Al cantilever (Bud-
et Sensors, Sofia, Bulgaria) with an aluminum reflex coating on

he reverse side of the cantilever. The spring constant and the res-
nance frequency of the cantilever were typically 40 N m−1 and
00 kHz, respectively. The AFM images of the gold micropatterns
ere acquired in an ambient atmosphere (40–50% relative humid-

ty) at a speed of 1.0 Hz and a resolution of 512×512 pixel. To
9 (2009) 295–301 297

analyze surface roughness, and to verify the height of each layer
on the surface of glass slides, sample surfaces were scanned in an
AFM feedback loop in a manner permitting changes in cantilever
vibrational amplitude to be recorded. Feedback signals were used to
generate a topographic image. The phase lag was monitored while
each topographic image was being taken so that several topographic
images could be simultaneously collected.

2.6. Binding properties of GBP-E-SCVme fusion proteins onto SPR
chip surfaces

The binding of GBP-E-SCVme fusion protein onto the surface
of the SPR bare gold chip was characterized by SPR measurement
using a BIAcore3000TM instrument (Biacore AB, Uppsala, Sweden)
with an automatic flow injection system. A fresh SPR sensor chip
was attached to a separate chip carrier for easy assembly in the
SPR system. After the SPR chip was docked and primed, PBS was
used to flush the activated surface, to minimize non-specific bind-
ing and any unbound sites by removing loosely bound material and
dust. Fifty microliters of GBP-E-SCVme fusion protein (0.1 mg mL−1)
or E-SCVme fusion protein (negative control, 0.1 mg mL−1) were
injected onto the chip surface for 10 min using a liquid-handling
micropipette in the SPR system, and the surface was then washed
and equilibrated with PBS. The SPR responses are indicated in reso-
nance units (RUs). All SPR experiments in this study were conducted
in PBS at a flow rate of 5 �L min−1 at 25 ◦C, and all sensorgrams were
fitted globally using BIA evaluation software.

2.7. Sensitivity and selectivity of the GBP-E-SCVme-coated SPR
biosensor

To examine the sensitivity of the GBP-E-SCVme-coated SPR chip,
various anti-SCVme antibody concentrations (0.1, 0.2, 1, 10, 50, and
100 �g mL−1) were applied to the chip surface covered with the
GBP-E-SCVme, at optimal packing density determined above, for
10 min after blocking of non-specific binding with BSA for 10 min.
Then, the chip was rinsed with PBS. The limit of detection (LOD) was
determined by measuring the lowest anti-SCVme concentration
showing a significant change in signal over the baseline obtained
with the PBS. As tests for selective detection, solutions of 1 and
10 �g mL−1 of mouse IgG (negative controls) were allowed to flow
over fresh SPR chips coated with GBP-E-SCVme, at the optimal pack-
aging density, for 10 min,

2.8. SPR imaging (SPRi) analysis

The gold-micropatterned chip was loaded onto an SPRi appara-
tus (SPRi, K-MAC, Daejeon, Korea) using an incoherent light source
(a 150 W quartz tungsten-halogen lamp; Schott, Mainz, Germany)
for excitation. Briefly, �-polarized collimated white incident light
on a prism/gold/thin film/buffer flow cell assembly was set at a fixed
incident angle. Reflected light from this assembly was passed via a
bandpass filter centered at a wavelength of 830 nm and collected
by a CCD camera (Sony, Tokyo, Japan). Data images were collected
digitally via a B/W frame grabber. Scion Image release Beta 4.0.3
software (Scion Corp., Frederick, MD, USA) was used to analyze the
images.

3. Results and discussion
3.1. Surface morphology for binding of GBP-E-SCVme and
anti-SCVme onto the gold surface

Fabrication processes for homogeneous stable monolayer struc-
tures have been developed to control the surface orientations
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ig. 2. AFM images of the sequential binding of GBP-E-SCVme and anti-SCVme on
usion proteins onto the gold surface, and (c) subsequent binding of the anti-SCVme
f GBP-E-SCVme and anti-SCVme on the gold micropatterns; middle, three-dimens
these are average height differences of the individual scan lines from each area).

f biomolecules [17,18]. However, such fabrications require sur-
ace chemical modifications involving reactive functional groups or
harged materials. Uniformly oriented immobilization of the GBP-
-SCVme fusion protein onto the gold chip was easily achieved
ithout any surface chemical modification because of the gold

inding property of the protein. To examine whether protein
onolayers and protein molecular interactions might develop

n the gold chip surface, we analyzed, at the molecular level,
lterations in surface morphologies caused by sequential bind-
ng of GBP-E-SCVme and anti-SCVme antibodies onto a gold
urface, employing high-resolution AFM analysis. After the spe-
ific immobilization of the GBP-E-SCVme (100 �g mL−1) onto the
old-micropatterned surface, the subsequent binding of anti-
CVme antibodies (100 �g mL−1) onto the GBP-E-SCVme layer was
bserved (Fig. 2). GFP has a 4.2 nm long cylindrical structure with
MW of ∼27 kDa [19]. As GBP-E-SCVme fusion protein has a
W of ∼57 kDa, the length of GBP-E-SCVme can be estimated to

e ∼8.87 nm. The line profile of the GBP-E-SCVme bound onto
he micropatterned gold surface was measured as approximately

.2 nm as a height difference from the gold surface (Fig. 2(a) and (b)).
he height difference after binding with anti-SCVme antibodies
as about 12.8 nm, which shows specific interaction of antibod-

es with the monolayer of GBP-E-SCVme immobilized onto the
old substrate (Fig. 2(b) and (c)). Furthermore, roughness increases
ld-micropatterned surface. (a) Bare gold surface, (b) binding of the GBP-E-SCVme
dies on the GBP-E-SCVme layer. Left, schematic diagrams for the successive binding

topological images; right, the cross-sectional contours of samples a–c, sequentially

caused by sequential binding of GBP-E-SCVme and anti-SCVme
onto the gold surface were observed with different surface prop-
erties. Three-dimensional images show distinct well-shaped and
well-defined peaks on the gold surface, and the gradual rise in peak
numbers of Fig. 3(b) and (c) also indicates an increase in binding of
biomolecules, suggesting that the GBP-E-SCVme and anti-SCVme
antibodies were sequentially and specifically immobilized on the
gold surface as ordered monolayers with a uniform thickness.

3.2. SPR analysis of GBP-fusion protein binding

The binding properties of the GBP-E-SCVme onto the gold sur-
face were examined as shown in Fig. 3. The dynamic and specific
binding of GBP-E-SCVme onto the SPR gold chip was directly mon-
itored in real-time. A sharp increase in the SPR signal up to about
3060 RU was observed upon introducing GBP-E-SCVme solution
onto the chip surface, and about 98% of the GBP-E-SCVme remained
to the surface even after washing with PBS, which showed that
most of the fusion protein was strongly immobilized onto the chip

surface. The 3000 RU value obtained implies that about 3 ng of GBP-
E-SCVme was immobilized onto a gold surface area of 1 mm2. One
RU is determined as 0.0001◦ of resonance angle shift and equivalent
to a mass change of the 1 pg mm−2 on the sensor surface [20,21].
However, the SPR signal of 3057 RU generated from the binding of
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Fig. 3. SPR sensorgrams showing the specific immobilization of GBP-E-SCVme
fusion proteins onto the gold chip. Red line, GBP-E-SCVme of 100 �g mL−1 (3057 RU);
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Fig. 4. (a) SPR sensorgrams showing the specific immobilization of GBP-E-SCVme
fusion proteins onto the gold chip at various concentrations (1, 5, 10, 25, and
50 �g mL−1). Each SPR phase was explored: (i) before immobilization, (ii) after bind-

reduced detection signal, and Kolotilov et al. [26] also showed that
lue line, E-SCVme of 100 �g mL (1574 RU) as a negative control. (For interpreta-
ion of the references to color in this figure legend, the reader is referred to the web
ersion of the article.)

-SCVme (control) onto the chip surface immediately decreased up
o around 50% on rinsing with PBS, indicating that about 50% of
-SCVme was non-specifically bound to the gold surface. Positive
urface charges of the amine groups in E-SCVme proteins may be
rregularly coupled with negative charges of the gold surface by
lectrostatic force [22,23]. This showed that the electrostatic bind-
ng force was even weaker than the specific binding between GBP
nd the gold surface, and that GBP-E-SCVme fusion proteins could
e strongly immobilized onto the gold surface by the GBP domain.
revious work also reported that the binding of GBP onto the gold
urface is stronger than that of self-assembled monolayers of alka-
ethiol molecules due to the lower standard Gibbs free energy of
BP [12]. Therefore, it is clear that strong binding or adsorption of
BP-fusion protein onto the SPR chip can assist in studies on various
rotein–protein interactions.

.3. Optimal packing density of GBP-E-SCVme onto the gold
urface

In the study of the immunosensors, it is crucial to optimize
he packing density of a recognition element immobilized onto a
ensing surface in order to attain maximal sensitivity [24,25]. The
mount of GBP-E-SCVme fusion protein immobilized onto the gold
hip will affect the sensitivity of the SPR biosensor. To determine the
ptimal packing density, GBP-E-SCVme was immobilized onto the
old surface at various concentrations (1, 5, 10, 25, and 50 �g mL−1),
ollowed by washing out with PBS. Then, BSA (100 �g mL−1) was
njected onto the GBP-E-SCme-coated chips to block non-specific
indings. Finally, anti-SCVme antibody (100 �g mL−1) was applied
o the GBP-E-SCVme-layered surface in order to examine specific
inding between GBP-E-SCVme and anti-SCVme by SPR biosensor
esponse.

As shown in Fig. 4(a), the immobilization of GBP-E-SCVme
nto the gold surface increased progressively from 950 to 2250 RU
s GBP-E-SCVme concentration increased, indicating that GBP

ortion played an important role in surface self-immobilization
f GBP-E-SCVme. Fig. 4(b) shows the interaction between the
BP-E-SCVme layer and subsequent applied anti-SCVme. When
nti-SCVme was permitted to flow over the GBP-E-SCVme layer, SPR
ing of GBP-E-SCVme fusion proteins, and (iii) after washing with PBS. (b) Optimal
concentration of GBP-E-SCVme immobilized onto the SPR gold chip, showing the
highest signal from subsequent binding of anti-SCVme antibodies.

signals increased until the concentration of GBP-E-SCVme reached
to 10 �g mL−1, but they began to decrease as the concentration was
over 10 �g mL−1. Less than 10 �g mL−1, 1 and 5 �g mL−1 concentra-
tions of GBP-E-SCVme resulted in low levels of the fusion protein
immobilized on the gold surface, resulting in insufficient inter-
action between GBP-E-SCVme and anti-SCVme. Moreover, lower
signals of 680 and 480 RU compared to that (900 RU) observed at
the concentration of 10 �g mL−1 GBP-E-SCVme were obtained at
25 and 50 �g mL−1 concentrations, respectively, because the GBP-
E-SCVme was densely immobilized on the surface and thus steric
hindrance between closely packed GBP-E-SCVme molecules may
have occurred. These results indicate that the best packing density
of GBP-E-SCVme was obtained using a 10 �g mL−1 solution con-
centration. This particular packing density of the GBP-E-SCVme
likely reduced steric hindrance, provided sufficient binding sites
for anti-SCVme antibody, and avoided loss of biological activity.
Ko et al. [24,25] have shown similar trends that insufficiently or
densely immobilized antibodies on sensing surfaces can lead to a
a nanoparticle with immobilized protein A could not anchor suf-
ficient IgG molecules to its surface due to steric hindrances. The
best packing density of GBP-E-SCVme determined here was used
in subsequent experiments.
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teins (from a 100 �g mL−1 solution) were immobilized onto the
gold-micropatterned chip by dipping for 30 min at 25 ◦C. After the
GBP-E-SCVme-treated chip was washed with distilled water and
dried under nitrogen, the chip was dipped into a solution of anti-

Fig. 6. SPRi analysis of the sequential binding of GBP-E-SCVme and anti-SCVme onto
ig. 5. SPR sensorgrams for (a) sensitive and (b) selective detection of anti-SCVme u
0, and 100 �g mL−1) of anti-SCVme and (1 and 10 �g mL−1) of mouse IgG as negati

.4. Sensitivity and selectivity for SARS diagnosis

To investigate the sensitivity and selectivity of the SPR biosensor
ystem using GBP-E-SCVme for detection of anti-SCVme antibody,
he best concentration of GBP-E-SCVme (10 �g mL−1) determined
bove was applied onto the gold surface to simply construct a
ensitive SPR chip. The binding signal of anti-SCVme to the GBP-
-SCVme layer progressively increased from 11.3 to 905 RU as
he anti-SCVme concentration increased from 0.1 to 100 �g mL−1,
espectively (Fig. 5(a)).

In addition, the selectivity of the GBP-E-SCVme-coated SPR sen-
or chip for detection of anti-SCVme was examined using mouse
gG (1 and 10 �g mL−1) as negative controls (Fig. 5(b)). As expected,
ittle SPR responses of 5.8 and 6.7 RU were observed by the non-
pecific binding of mouse IgG at 1 and 10 �g mL−1, respectively.
hese SPR responses were much lower than those (43 and 142 RU)
btained when the anti-SCVme of 1 and 10 �g mL−1 concentrations,
espectively, were used. Also, the slight difference between SPR sig-
als of 5.8 and 6.7 RU means that the binding of mouse IgG was

ndependent of concentration since it was only a negative control.
t means that the GBP-E-SCVme-coated SPR chip selectively detects
nti-SCVme antibodies.

Meanwhile, the lowest SPR response value (11.3 RU) by the bind-
ng of 0.1 �g mL−1 anti-SCVme among various concentrations was
ven differentiable from the control signal (6.7 RU) for 10 �g mL−1

f mouse IgG. However, low detection limit is normally the sig-
al that is three times higher than the background signal [27,28].
he SPR signal of 25.2 RU at the anti-SCVme concentration of
.2 �g mL−1 meets this requirement. Therefore, it was determined
hat the LOD of the GBP-E-SCVme immobilized sensor chip for
etection of anti-SCVme in PBS was 0.2 �g mL−1. It is considered
hat the best packing density of GBP-E-SCVme fusion proteins used
n fabrication of the sensor chip may contribute to this low LOD.
hese results show that development of a sensitive and selective
mmunoassay system for SARS diagnosis was possible using a GBP-
-SCVme fusion protein-immobilized SPR chip.

.5. SPRi analysis for detection of anti-SCVme antibodies on the
old micropatterns

After we determined that AFM imaging and SPR spectroscopy
nalyses could successfully be used to study biomolecular inter-

ctions on the gold surface, we visually confirmed the successive
inding of GBP-E-SCVme and anti-SCVme antibodies onto the
old-micropatterned chip using an SPRi analysis system. The SPRi
ifference images produced by subtracting a reference image from
post-binding image contribute to visual confirmation of bind-
he GBP-E-SCVme immobilized gold sensor chip at various concentrations (0.1, 1, 10,
trols.

ing [29,30]. The gold-micropatterned chip was cleaned for 5 min in
piranha solution and next washed with distilled water. After drying
under nitrogen, the chip sequentially bound GBP-E-SCVme fusion
proteins and anti-SCVme antibodies. The GBP-E-SCVme fusion pro-
gold micropatterns composed of 50-�m diameter circles. (a) Three-dimensional and
two-dimensional (inset) images of bare gold micropatterns as controls (sample (i));
binding of GBP-E-SCVme fusion proteins onto the gold patterns (sample (ii)); and
successive binding of GBP-E-SCVme and anti-SCVme onto the gold patterns (sam-
ple (iii)). (b) Spot intensities of the three samples shown in scanned images were
measured through the gold circle micropatterns.
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CVme (100 �g mL−1) for 30 min at 25 ◦C. Following washing and
rying, the prepared chip was analyzed. The brighter spots indi-
ate binding of the target proteins onto gold substrates, because
eflectivity increases when binding occurs. As shown in Fig. 6(a),
he brighter spots shown in samples (ii) and (iii) (compared to
ample (i)) indicate the successive binding of GBP-E-SCVme and
nti-SCVme antibodies onto the gold micropatterns. The brighter
pots indicate the binding of target proteins onto gold substrates.
oreover, spot brightness is shown as spot intensity in Fig. 6(b).

he spot intensity increased to 11.2 RU when GBP-E-SCVme was
pecifically bound to a gold-patterned chip showing background
pot intensities of 4.6 RU, and subsequent binding of anti-SCVme to
he resulting GBP-E-SCVme layer yielded a stronger spot intensity of
2.8 RU. These SPRi images show that the binding of GBP-E-SCVme,
hrough the GBP domain, onto the gold substrate, was highly spe-
ific, and the fusion protein remained functional for further specific
nteraction between the SCVme domain and anti-SCVme, after
mmobilization onto the gold surface.

. Conclusion

The emergence of SARS has resulted in several outbreaks world-
ide. Therefore, in this study, a rapid diagnostic method of SARS
as developed using a new strategy for effective immobilization of
recognition element onto an SPR gold sensor chip. The recognition
lement (SCVme) for detecting anti-SCVme was genetically fused
o GBP. SPR analysis demonstrated that the fusion proteins were
irectly and simply self-immobilized onto the gold chip surface via
he GBP domain which has a strong gold binding affinity, without
urface modifications. The fusion protein-coated SPR chip offers a
table and specific sensing platform maintaining its anti-SCVme
inding activity. Moreover, AFM analyses demonstrated specific
inding of the fusion protein onto the gold surface and subsequent
inding of anti-SCVme to the SCVme domain of the fusion protein

ayer. Using the fusion protein described here as an anchoring and
ecognition element, the SPR chip for rapid diagnosis of SARS infec-
ions was easily constructed and contributed to the sensitive and
elective detection of anti-SCVme within 10 min. In future study,
he system needs to be combined with a signal-enhancing method
o obtain a more sensitive detection response. Furthermore, GBP-
usion proteins with other functional groups may open an avenue
or the development of various gold substrate-based biosensor sys-
ems.
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a b s t r a c t

This paper reports an accurate synthesis of surface-enhanced Raman scattering (SERS) active sub-
strates, based on gold colloidal monolayer, suitable for in situ environmental analysis. Quartz
substrates were functionalized by silanization with (3-mercaptopropyl)trimethoxysilane (MPMS) or (3-
aminopropyl)trimethoxysilane (APTMS) and they subsequently reacted with colloidal suspension of gold
metal nanoparticles: respectively, the functional groups SH and NH2 bound gold nanoparticles. Gold
eywords:
old nanoparticles
ilanization
ERS
AH detection
ea-water
ensor

nanoparticles were prepared by the chemical reduction of HAuCl4 using sodium tricitrate and immo-
bilized onto silanized quartz substrates. Active substrate surface morphology was characterized with
scanning electron microscopy (SEM) measurements and gold nanoparticles presented a diameter in
the range 40–100 nm. Colloidal hydrophobic films, allowing nonpolar molecule pre-concentration, were
obtained. The surfaces exhibit strong enhancement of Raman scattering from molecules adsorbed on the
films. Spectra were recorded for two PAHs, naphthalene and pyrene, in artificial sea-water (ASW) with
limits of detection (LODs) of 10 ppb for both on MPMS silanized substrates.
. Introduction

Since the discovery by Fleischmann et al. in 1974 [1] of an
bnormally intense enhancement of the Raman signal of pyridine
olecules adsorbed on the roughened surfaces of silver electrodes,

he scientific community has shown an ever increasing interest
n the surface-enhanced Raman scattering (SERS) effect. SERS is a
ery sensitive technique which has been extensively employed in
he study of a wide range of molecules and using different types
f surfaces like colloidal metal nanoparticles, roughened metal
oils, island crystal films. . . In SERS measurements, huge Raman
nhancements, up to 106-fold [2–4] the normal Raman signal of
on-adsorbed molecules, have been observed when molecules are
dsorbed on active metallic surfaces (Au, Ag, Cu. . .) which exhibit
igh optical reflectivity. More recently, enhancement factors of up
o 1014 to 1020 were obtained in single-molecule detection experi-
ents [5–8]. Two theories help to explain the Raman enhancement
rigin: the short-range chemical model and the long-range elec-
romagnetic model [9–11]. The first one is related to a charge
ransfer between the roughened surface and the target molecule

∗ Corresponding author. Tel.: +33 2 98 22 41 61; fax: +33 2 98 22 45 35.
E-mail address: Emmanuel.Rinnert@ifremer.fr (E. Rinnert).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.043
© 2009 Elsevier B.V. All rights reserved.

via an increase in adsorbed molecule polarisability. The second
one is linked to the excitation of surface plasmons (free electrons
oscillations) leading to an increase in the local electromagnetic
field. A final Raman enhancement of an adsorbed molecule can
be considered as the coupling of both mechanisms. However, the
electromagnetic one is known to contribute predominantly to the
Raman enhancement compared to chemical one which is much
smaller (102) [12].

SERS can be considered as an alternative to the inherent
low cross-section of normal Raman scattering. In the investi-
gation of chemical pollutions, such as PAH low concentration
(ppm) or trace concentration (ppb) in sea-water, SERS effect
reveals an immense potential regarding the marine environment.
In this study, SERS-active substrates able to act as pre-concentrate
hydrophobic compounds were developed. The strategy for obtain-
ing SERS-sensitive substrates was to graft silanes with terminal
function groups, such as SH or NH2, having an affinity for metal
particles. Gold is bound to the surface through covalent inter-
actions if the functional group is a thiol or an amine [13–15].

Although silver presents a higher SERS response with an enhance-
ment factor 10–100-fold greater than gold, Au was chosen here
on account of AgCl formation on silver surfaces in the marine
medium [16]. The silanes are bound chemically to the substrate
via hydroxyl groups which are already present at the SiO2 surface
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17]. With (3-mercaptopropyl)trimethoxysilane (MPMS) and (3-
minopropyl)trimethoxysilane (APTMS) silanizations, the quartz
urface properties are modified and the nonpolar CH2 groups
ive hydrophobic surfaces. Consequently nonpolar molecules, such
s PAHs, are preferentially adsorbed on the substrate surface.
revious studies have already been undertaken works were on
AH detection based on sol–gel process with Au or Ag particles
mbedded in a methyl/ethyl-tetraethoxysilane (MTEOS/ETEOS)
recursor [18,19] through the EU funded MISPEC project. In Lucht
t al. [19], LODs of 430 ppb naphthalene concentration were noti-
ed with a 785-nm Raman excitation. More recently within the
cope of screening development, a solution of five PAHs in sea-
ater with LODs of 37.5 and 0.1 �M for naphthalene and pyrene

espectively, was analyzed by Schmidt et al. [20]. Besides, pub-
ished literature has reported the influence of adsorption and
omplexation with PAHs on host calixarenes (nonpolar cavities)
21,22].

There are further studies on such functionalization for
hich SERS measurements were recorded. For example, APTMS

ilanization was used to detect bi-ethylene-pyridine [23] and
etrakis(methyl-pyridyl)porphyrin [24]. As for MPMS, mercap-
oundecanol SERS spectra were recorded [25], benzenethiol as a

olecular probe was detected in Jung et al. [26] and Rhodamine
G detection was carried out [27]. Moreover, ppm levels of PAHs
ere detected thanks to the alkyl chain of propanethiol by Costa et

l. [28]; MPMS was used as a link to build self-assembly monolay-
rs (SAMs). Furthermore, MPMS plays a role in various application
elds: chelating ligands for use in the removal of heavy metal

ons in solution [29], electroless plating of silver on SAMs [30],
ree DNA biosensors characterized with electrochemical impedance
pectroscopy [31] or silanized-protection versus steel corrosion
32].

This article demonstrates the interest of developing sensitive
ensors for sea-water analyses with the aim of detecting PAHs.
s far as we know, this paper relates for the first time PAHs pre-
oncentration onto APTMS or MPMS.

. Experimental

.1. Instrumentation

SERS spectra of naphthalene and pyrene solutions were recorded
t room temperature with a Raman spectrometer (Labram HR800-
obin Yvon) using the 632.8 nm excitation line of a He–Ne laser
power ∼0.1 mW at the sample) in retrodiffusion geometry. The
aser beam was focused through a water immersion lens (100×,
A = 1) to a spot of around 1 �m2. Scattered radiation was col-

ected at 180◦ relative to the excitation beam and detected with an
ndor CCD cooled by the Peltier effect. A 300-g/mm grating coupled

o a 800-mm spectrograph allows a spectral resolution of around
cm−1. Spectral calibration was performed on silicium samples (at
20 cm−1). Two stage edge filters allow Raman Stokes studies. The
ccumulation times were 1, 10 or 20 s.

A visible JenWay-6400 spectrometer was used to record the
xtinction spectra of colloidal solutions in the spectral region
etween 400 and 900 nm (resolution 0.2 nm). Analyzed solutions
ere diluted in distilled water (25%, v/v). Water spectrum was
sed as the baseline. A tungsten light was employed as the exciting
ource.

Concerning colloidal film extinction spectra, a Raman spectrom-
ter, without any edge filter, was used with a white exciting light

hrough a lens (50×, NA = 0.75). In order to record the spectrum
aseline, the bare substrate was illuminated.

Scanning electron microscopy (SEM) measurements were
one with a field emission scanning electron microscope (FEI-
uanta200). Before loading into the observation chamber, the
9 (2009) 199–204

samples were coated with a thin Au film (∼10–15 nm) by sputtering
to avoid a surface charging effect.

2.2. Chemicals and materials

HAuCl4·3H2O and (3-aminopropyl)trimethoxysilane (APTMS,
95%) were purchased from Acros Organics. Hydrochloric acid
(37%) and (3-mercaptopropyl)trimethoxysilane (MPMS, 95%) were
obtained from Sigma–Aldrich. Sodium tricitrate was purchased
from Prolabo, nitric acid (65%) was from Merck, hydrogen peroxide
(30%) was from J.T. Baker, ammonium hydroxide (33%) was from
Riedel-de-Haën, methanol and ethanol were of analytical grade
from Fisher. Naphthalene from Fisher and pyrene from Cerilliant
were used as analytical molecular references.

The quartz substrates were tailored with 8 mm diameter and
0.8 mm thickness from Heraeus. Quartz were cleaned using aqua
regia (25% HCl, 25% HNO3, 50% distilled water v/v) and afterwards
a base “piranha” solution (75% NH4OH, 25% H2O2 v/v) to eliminate
organic compounds and to promote hydroxylated surfaces.

2.3. Colloidal suspension of gold nanoparticles and PAH solutions

Colloidal suspensions of gold nanoparticles were prepared
according to the method described by Frens [33]. Such a
metal preparation technique has been used in different studies
[15,23,34,35] and consists in the reduction of HAuCl4 or AgNO3
by sodium tricitrate. After the addition of a reducing agent, the
gold particles start to form during a process known as nucle-
ation and subsequently grow. Here, 10 mL of sodium tricitrate at
8×10−3 M was slowly added to 10 mL of boiling tetrachloroau-
ric acid at 2×10−3 M while stirring. The reactor was placed on a
hot plate and magnetically stirred. The mixture of both solutions
was refluxed for 1 h. Temperature mixture was controlled with a
thermometer (∼90 ◦C). The initially dark-grey solution turned to
a red-violet hue following 2–3 min of continued boiling. After 1 h
boiling, the mixture was cooled at room temperature under stirring.

The naphthalene solution was prepared by dissolving PAH in
methanol wherein it is more soluble and diluted in distilled water.
Naphthalene in pure water at 25 ◦C is soluble at 31.8 mg L−1.
A 25-ppm naphthalene solution was prepared from 390 �L of
0.05 mol L−1 naphthalene methanol solution and the correspond-
ing blank composed by 390 �L of methanol completed by 100 mL
of pure water.

PAH solutions in artificial sea-water (ASW) were also obtained.
A 10-ppm naphthalene solution and a 0.10-ppm pyrene solution
both diluted to 10 ppb were achieved. Pyrene in pure water at 25 ◦C
is soluble at 0.13 mg L−1. The 10 ppm pyrene solution was prepared
from 5 �L of 0.005 mol L−1 pyrene methanol solution and the corre-
sponding blank composed by 5 �L of methanol completed by 50 mL
of ASW. ASW was prepared according to the ASTM D1141-90 norm
[36].

2.4. Silanization—SERS substrates

Clean disk quartz substrates were vertically immersed in a 5%
(v/v) methanol solution of MPMS or APTMS for 4 h according to the
results obtained by Seitz et al. [23]. After silanization, the substrates
were rinsed several times in methanol, sonicated in methanol for
20 min to remove silane excess and dried for 1 h at 100 ◦C in an air
oven. Then, the silanized quartz was vertically dipped for 1 h into
the colloidal suspension of gold nanoparticles for the purpose of

preparing Au nanoparticle films. In order to reach the most favor-
able conception recipe, some substrates were kept 2 days in the
air before immersion in the colloidal solution. Finally, SERS-active
substrates were dried for 10 min at 100 ◦C. Suitable substrates for
adsorbed hydrophobic molecule species and SERS measurements
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cheme 1. Schematic representation of the SERS substrate fabrication procedure.
A) silanization step and (B) after immersion in gold colloidal suspension.

ere thus synthesized. Scheme 1 presents a schematic representa-
ion of the SERS substrate fabrication procedure.

. Results and discussion

.1. Plasmon band (evolution)

After the silanized substrates were dipped in colloidal suspen-
ion, the extinction spectra were recorded in order to check the
otential SERS activity (Fig. 1A). On the one hand, the samples
hich Au nanoparticles were deposited immediately after APTMS

nd MPMS silanization (case (i)) show extinction spectra with a
lasmon band centered around 540–548 nm. On the other hand, the

xtinction spectrum of the samples which Au nanoparticles were
mmobilized 2 days after MPMS silanization (case (ii)) reveals a red
hift around 554–557 nm of the plasmon band and a broad plas-
on band (600–700 nm). Such a broad plasmon band has already

een observed by Hajdukova et al. [24] in the course of different

ig. 1. (A) Extinction spectra of Au-colloidal films deposited immediately (case (i)) after
fter (c) MPMS silanization. All spectra were smoothed by adjacent averaging (250 poin
fter (B) APTMS silanization, (C) MPMS silanization and (D) 2 days later (case (ii)) after M
9 (2009) 199–204 201

preparation procedures. The colloidal solution used for the SERS
substrate fabrication presents a plasmon band centered around
530 nm. We noted that such a colloidal suspension leads to samples
with extinction spectra centered around 540–548 or 554–557 nm.
These results seem to indicate that particle self-organization and
the interaction between themselves are slightly modified. Fig. 1B
and C respectively shows SEM images of APTMS and MPMS samples
obtained following an immersion in colloidal suspension in case
(i). As expected, no significant difference appears between APTMS
and MPMS functionalization. Fig. 1D presents the SEM image of a
MPMS sample kept in the air for 2 days before immersion (case (ii)).
The latter shows a dense nanoparticle distribution with a couple of
nanoparticles of large diameters. Size particles are in the range of
40–100 nm. When comparing both MPMS extinction spectra, such
results are in agreement with the shoulder of up 700 nm.

3.2. Spectroscopic characterization

A neat MPMS (95%) Raman spectrum and a MPMS active sub-
strate SERS spectrum were collected (Fig. 2). The laser beam was
focused through a conventional lens regarding SERS-active sub-
strate and neat MPMS in order to avoid the silanization of the water
immersion lens for the latter one. The neat MPMS (95%) Raman
spectrum presents a S H stretching mode of around 2580 cm−1

while in the SERS spectrum of active substrate, S H vibration is not
observed around the Au particles. This result is due to a thiol inter-
action process with Au particles. Such phenomena have already

been observed and correspond to the S H bond cleavages with
the formation of a S Au bond [37,38]. Consequently during the
silanized substrate immersion stage into the colloidal suspension
of gold nanoparticles, most of the S H bond was cleaved and Au
nanoparticles adhered to the substrate surface by a S Au bond.

(a) APTMS silanization, (b) MPMS silanization and deposited 2 days later (case (ii))
ts). SEM images (100,000×) of Au-colloidal films deposited immediately (case (i))
PMS silanization.
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Fig. 2. Neat MPMS (95%) Raman spectrum and MPMS active substrate SERS spec-
trum. Integration time of 10 s.

Table 1
Raman shifts and assignments in the spectral region from 2750 to 3100 cm−1 for
neat MPMS and MPMS SERS substrate.

Raman shift (cm−1) Assignment

Neat MPMS MPMS SERS substrate

2580 – �(SH)
2845 sh �s(CH3)
– 2870 �s(CH2)
2893 2890sh �a(CH2)
2928sh 2915 �s(CH2)/�a(CH2)
2
2

s

m
g
o
a
s
t
m
t
c
s
h
(

F
n
s

945 sh �s(CH3)
967sh 2967sh �a(CH3)/�a(CH2)

h = shoulder.

Besides, the spectral region from 2750 to 3100 cm−1 gives infor-
ation about �C H vibrations regarding the methyl and methylene

roups. The spectra do not have the same features. In the spectrum
f neat MPMS, the intensity of the symmetric �s(CH3) vibrations
t 2845 and 2945 cm−1 are substantial. In contrast concerning the
pectrum of the MPMS SERS substrate, these modes assigned to
he methoxy groups disappear and only �(C H) associated to the

ethylene groups of the propyl chain exist. The Raman shifts and
he assignments are summarized in Table 1. The hydrolysis and the

ondensation of self-assembled monolayer films of MPMS on Au
urfaces could explain Raman spectrum evolution [39]. In our case,
ydrolysis and condensation occur during the silanization process
see Scheme 1).

ig. 3. (A) SERS spectra of naphthalene solution (25 ppm) adsorbed on APTMS surface
aphthalene is also given. (B) SERS spectra of naphthalene solution (25 ppm) adsorbed on
pectrum of solid-state naphthalene is also given. Integration time of 10 s. *Naphthalene d
Fig. 4. SERS spectra of naphthalene solution (25 ppm) adsorbed on APTMS and
MPMS surfaces with respectively 20 and 1 s as integration times. For comparison
Raman spectrum of solid-state naphthalene is also given.

3.3. Hydrophobic surface behavior—SERS activity

In order to evaluate the detection reversibility of sensors and
optimal organosilane functionalization, tests were conducted on
APTMS and MPMS SERS-active substrates. SERS spectra were
recorded after naphthalene molecules were adsorbed onto the sur-
face by depositing a drop of solution. The SERS substrates were
then immersed for 10 min in 10 mL of distilled water and SERS
blank measurements were made. In the case of MPMS silanization,
another rinsing in 10 mL of ethanol for 10 min is required to elim-
inate totally the hydrophobic molecules. Results are presented in
Fig. 3A and B. Hydrophobic molecule pre-concentrations on nonpo-
lar surfaces result in a physisorption process. Physical adsorption is
a type of adsorption in whereby the adsorbate is weakly linked to
the surface only through Van der Waals interactions. More precisely
here, London dispersion forces arise between nonpolar molecules.
Concerning APTMS silanization, the functional amine group, with
the free doublet, confers a sizeable polarity to the substrate surface.
According to such results, we suggest that APTMS substrates allow
reversible detection after water cleaning, whereas ethanol cleaning
is necessary on MPMS substrates. MPMS substrates may be more
sensitive towards hydrophobic molecule pre-concentrations due to
stronger hydrophobic interactions.
With a view to obtaining a complete study, naphthalene
detection was acquired with different integration times of SERS
spectra from different spots on the substrate surface (Fig. 4):
20 and 1 s respectively for APTMS and MPMS silanization. The

, after water cleaning and blank. For comparison Raman spectrum of solid-state
MPMS surface, after water and ethanol cleaning and blank. For comparison Raman
etection.
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ig. 5. (A) SERS spectra of artificial sea-water naphthalene solutions from 0 to 10 p
B) SERS spectra of artificial sea-water pyrene solutions from 0 to 0.1 ppm, blank an
0 s.

esponse of MPMS SERS-active substrate is much higher than
hat of APTMS. With respect to previous hypotheses, the high

PMS substrate predisposition in detecting and preconcentrating
ydrophobic molecules was demonstrated. Even though Hajdukova
t al. [24] underline the better efficiency of APTMS in binding
u nanoparticles, they detected adsorbed tetrakis(1-methyl-4-
yrydil)porphyrin (TMPyP) which are hydrophilic molecules. In our
ase, MPMS allows at the same time: quartz substrate silanization,
u nanoparticle binding and pre-concentration of hydrophobic
olecules. As regards PAH detection in ASW, MPMS silanization

s more relevant than that of APTMS.

.4. PAH detection

Here, SERS substrate sensitivity was investigated by SERS mea-
urements in ASW of naphthalene and pyrene solutions. The
xperiments were conducted on MPMS silanized substrates kept
n the air for 2 days during their preparation before being
mmersed in colloidal suspension (case (ii)). These SERS-active
ubstrates present: extinction spectra with a broad plasmon band
600–700 nm) and a suitable pre-concentration of hydrophobic

olecules for this study. With a 632.8-nm excitation line, such SERS
ubstrates match the required conditions for detecting hydropho-
ic molecule traces. SERS spectra were recorded at different PAH
oncentrations. Between each concentration test, the samples were
insed with ethanol and blank measurements were achieved in
rder to confirm sensor reversibility. The spectra were recorded
rom different spots on the substrate surface to promote SERS
esponse homogeneity.

Thanks to the SERS spectra (Fig. 5A and B), four points must be
mphasized here: (i) both PAHs, naphthalene and pyrene dissolved
n ASW solution, exhibit a random intensity variation of the main
haracteristic Raman peaks, (ii) under excitation the organic part
f the active substrate seems to continually evolve, (iii) adsorbed
AHs onto gold surface can be damaged and (iv) LODs of these PAHs
n ASW.

Concerning the first point a well known theory [40], which stip-
lates that the vibrational parallel modes to the plane of the surface
re the least enhanced modes, could explain the peak intensity vari-
tions. According to the surface selection rule and the adsorbate
ibrational mode, different orientations and tilts of PAH molecules
n substrate surface could occur [41]. Moreover, Nie and Emory [5]

ave shown that the SERS signal also depends on how nanoparticles
re oriented with respect to the light polarisation axis.

Concerning the evolution of the organic part under laser excita-
ion, the origin remains uncertain but during the reduction process
f gold nanoparticles, sodium tricitrate excess and oxidation prod-
lank and for comparison Raman spectrum of solid-state naphthalene is also given.
omparison Raman spectrum of solid-state pyrene is also given. Integration time of

ucts still remain in the colloids. The displacement of these species
arising from competitive adsorption on the metal surface could be
responsible for changes in the spectra features [42].

In addition, chemical oxidation phenomena of PAHs could occur
in the case of PAH adsorption on gold island films [28]. Here, SERS
substrate surfaces present a different catalytic activity as regards
chemical species with free spaces on their surfaces. Moreover in
our case, the intensity of the extinction spectra and of the laser
power are lower.

As shown in Fig. 5A and B, LODs of 10 ppb for both PAHs, naphtha-
lene and pyrene in ASW, were performed. Concerning naphthalene
trace detection, the main peaks centered on 760 and 1380 cm−1 are
preferentially considered. In the pyrene case, peaks centered on 590
and 1406 cm−1 with a higher intensity were preferentially studied.
The peaks at 1575 cm−1 for naphthalene, 1594 and 1630 cm−1 for
pyrene cannot be easily analyzed since the organic part, i.e. MPMS
and sodium tricitrate excess, presents Raman signals in this spec-
tral region. Such results confirm SERS MPMS substrate performance
in relation to hydrophobic sensitivity and sensors. We cannot draw
any conclusions on the evolution of the spectral intensity of the
Raman peaks versus PAH concentration in so far as isolated sites
on the surface, called hot spots, give rise to intense local plas-
mon fields. Moreover, 10 ppb LODs in ASW for both PAHs with an
integration time of 10 s could lead to a more sensitive detection
by increasing the integration time of the experiment. In this way
a sub-ppb detection sensor may be obtained with a reasonable
resolution of signal/noise >10 on the main characteristic Raman
peaks.

4. Conclusions

This present study has demonstrated that Au-colloidal
hydrophobic films synthesized by quartz silanization provide,
PAH pre-concentration and as well as a SERS effect. Surfaces
exhibit a strong enhancement of Raman scattering from nonpolar
molecules adsorbed on the films and PAH detection in ASW was
performed. A LOD of 10 ppb was found for naphthalene and pyrene
ASW solutions. Such results were obtained with MPMS surfaces
which exhibit a broad plasmon band and a red shift. These MPMS
SERS-active substrates are very interesting for future in situ appli-
cations. The geometry and the chemical stability of the substrates
match with our home-made in situ Raman spectrometer [20].
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a b s t r a c t

This paper introduces some chemometric methods, i.e., self-modeling curve resolution (SMCR), multi-
variate curve resolution-alternating least squares (MCR-ALS) and parallel factor analysis (PARAFAC and
PARAFAC2), which are used to evaluate in vitro dissolution testing data detected by a UV–vis spectropho-
tometer on meloxicam–mannitol binary systems. These systems were chosen because of their relative
simplicity to apply as part of the validation process illustrating the effectiveness of the developed and
applied chemometric method. The paper illustrates the failure of PARAFAC methods used before for phar-
maceutical data evaluations as well, and we suggest application of the feasible band form given by SMCR
as a more general procedure.
eloxicam–mannitol binary systems

hemometrics
elf-modeling curve resolution (SMCR)
ultivariate curve resolution-alternative

east squares (MCR-ALS)
arallel factor analysis (PARAFAC)

Steps to improve the dissolution behavior of drugs have become among the most interesting aspects of
pharmaceutical technology, and our results show that a larger particle size of meloxicam is advantageous
for dissolution. Instead of the use of only one characteristic wavelength, appropriate chemometric meth-
ods can furnish more information from dissolution testing data, i.e., the individual dissolution rate profiles
and the individual spectra for all the components can be obtained without resorting to any separation

techniques such as HPLC.

. Introduction

In the pharmaceutical industry, the development of a new drug
nvolves not only the discovery of a new biologically active agent,
ut also the physico-chemical development of a stable form of the
ctive ingredient and the pharmaceutical development of an effec-
ive pharmaceutical dosage form. The determination of dissolution
roperties is one of the most commonly performed solid dosage
orm assays in the pharmaceutical industry and is used to estab-
ish the release profiles of solid dosage forms (tablets or capsules)
n an in vitro system. In traditionally performed dissolution tests
sing baskets (apparatus 1) and paddles (apparatus 2), a dosage
orm unit is placed in a stirred, thermostated vessel and samples
re removed at regular intervals and analyzed by a standard ana-
ytical chemistry method, e.g., spectrophotometrically at a suitable
hosen wavelength in the UV–vis region [1].

The history of dissolution testing processes started in 1897 with

he paper of Noyes and Whitney [2]. They established that “the rate
t which a solid substance dissolves in its own solution is propor-
ional to the difference between the concentration of that solution
nd the concentration of the saturated solution” and gave the

∗ Corresponding author. Tel.: +36 62 546030; fax: +36 62 546549.
E-mail address: rajko@sol.cc.u-szeged.hu (R. Rajkó).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.068
© 2009 Elsevier B.V. All rights reserved.

first mathematical expression of a diffusion-controlled dissolution
process.

There are several factors that are known to influence the rate
of dissolution of a pharmaceutical product in vitro [3], includ-
ing pH, temperature, agitation, etc. Since 1967, USP has regularly
standardized dissolution tests, prescribing the appropriate param-
eters and recommending the two apparatuses [4]. As an indication
of the progress that has been made, computerized and auto-
mated systems have been developed [5,6]. Through the use of
simple or multiple fiberoptic probes [7–11] and multi-wavelength
sensors [12,13], chemometric methods can be applied for data
analysis [14–19].

Wiberg and Hultin [20] recently reported on the application
of chemometric methods to fiberoptic dissolution testing data on
glibenclamide tablets enclosed in hard gelatin capsules. Their study
did indeed contain applications of several chemometric methods
(PLS, MCR-ALS, and GRAM) which all gave quite accurate esti-
mations of the pure spectra and dissolution profiles. However, in
their PARAFAC application some discrepancies seemed to be found,
below we discuss the possible reason and the solution.
In the present case study, meloxicam–mannitol binary systems
were used to investigate how chemometric methods can be used to
evaluate dissolution testing data. The systems were chosen because
of their relative simplicity. We used them as proper controlling sys-
tems to validate our developed and used chemometric methods.
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irst we tried PARAFAC (because Wiberg and Hultin [20] reported
ts usefulness for dissolution studies) to evaluate the data mea-
ured with the standard condition, i.e., using juice in the reference
ell. In that case negative absorbances occurred, thus self-modeling
urve resolution (SMCR) method could not be used; the minimal
on-negativity condition for SMCR was not fulfilled. We replaced
he reference material to distilled water, and in that case only
on-negative absorbances were obtained, thus PARAFAC and SMCR
ethods could become comparable. This paper is a natural con-

inuation of our previous study [21]. The theme of this paper is
ot intended to be industrial, we prepared all substances under

aboratorial circumstances.

. Theoretical background

.1. Meloxicam and mannitol as model materials

Meloxicam (ME; 4-hydroxy-2-methyl-N-(5-methyl-2-
hiazolyl)-2H-benzothiazine-3-carboxamide-1,1-dioxide) is one of
he enolic acid class compounds of nonsteroidal anti-inflammatory
rugs (NSAIDs). ME selectively inhibits COX-2 more than COX-1
22], and it has recently been used in the treatment of rheumatoid
rthritis, osteoarthritis, Alzheimer’s disease and cancers (mainly
olorectal cancers) [23].

Because of the very low solubility of ME in acidic media, it can
ause few adverse local gastrointestinal events [22] and this is one
f its main advantages (other advantages such as good renal toler-
bility have been reported) [24]. One way to improve solubility is
o disperse a drug in a carrier, either as a eutectic mixture or as a
imple solid dispersion (physical mixtures, PMs) [25].

Mannitol (C6H14O6), a sugar alcohol, is widely used in the phar-
aceutical and food industries [26]. Mannitol is a water-soluble
aterial: according to US Pharmacopoeia (USP) [1] 1 g dissolves in

.5 ml of water. In the present experiment, �-d-mannitol was used
s a carrier to increase the solubility of ME.

.2. Self-modeling curve resolution with non-negativity
onstraints

SMCR, one of the oldest chemometric procedures, was intro-
uced for two-component systems by Lawton and Sylvestre [27]
LS) in 1971 to deconvolve raw spectroscopic data into the product
f two physically interpretable profile matrices, provided that both
oncentrations and absorbances are non-negative, accepting both
s minimal constraints. Unfortunately, the solution is not unique;
ithout further restrictions, the method can give only feasible

egions for the pure component profiles. Later, Borgen et al. [28,29]
eneralized the LS method for three-component systems with the
ame minimal constraints. The concepts of Borgen seemed to be
ather difficult to understand and to implement, and hence sev-
ral chemometricians turned to the development of approximation
ethods [30]. Rajkó and István [31] recently have revisited Bor-

en’s method, gave a clearer interpretation and used computational
eometry tools to find inner and outer polygons. Rajkó [32] has sub-
equently extended the duality concept to the minimal constrained
MCR making a simpler algorithm possible.

.3. Decomposing two-way bilinear data

The spectroscopic data can be collected into a two-way data
ype, i.e., the response matrix R

I×J
. Every ith row represents
n object (the spectrum of a sample) and every jth column
variable (generally, a composition profile). According to the

ouguer–Lambert–Beer Law, the matrix will be the product of two
atrices, C

I×N
(concentration profile matrix) and S

J×N
(spectral profile
9 (2009) 268–274 269

matrix), built up with the profiles of the individual N components:

R
I×J
= C

I×N
ST

N×J
=

N∑
n=1

cn
I×1

sT
n

1×J
(1)

Of course, we cannot know the concentration profiles in advance;
in fact the task is to exploit them from the measured data with
the help of SMCR methods, presuming only minimal restrictions,
but without any estimation of parameters of any predefined model
functions. Singular value decomposition (SVD) [33] can be regarded
as the basic procedure of the chemometric methods and SMCR
methods are also based on SVD.

The bilinear data matrix R
I×J

can be decomposed into orthogonal

product matrices by SVD or principal component analysis (PCA)
[34,35]:

R
I×J
=
(

U
I×N

D
N×N

)
VT

N×J
= X

I×N
VT

N×J
, (2)

where U is the matrix with the left eigenvectors of R in its columns,
D is the diagonal matrix of the singular values, V is the matrix with
the right eigenvectors of R in its columns, and in terms of the PCA:
UD = X is the score matrix and V is the loading matrix.

The suitably chosen initial estimations of S or C are optimized
by solving Eq. (1) iteratively by alternating least squares (ALS) opti-
mization:

C+
N×I
· R

I×J
= ST

N×J

R
I×J
· (ST)

+

J×N
= C

I×N

(3)

where + means the pseudoinverse [36].
Unfortunately, this decomposition is often not unique because

of the rotational and intensity (scaling) ambiguities [27–31,35,37].
The rotational ambiguities can be moderated or even eliminated
if convenient constraints can be used [38–41]. Tauler and de Juan
developed a Matlab code for MCR-ALS [42] with some constraints,
i.e., non-negativity, unimodality, equality and closure. The same
algorithm has been implemented in the PLS Toolbox [43], offer-
ing only non-negativity and equality constraints. Gemperline and
Cash presented another method, called GUIPRO P-ALS, using least
squares penalty functions [44] to implement constraints in an ALS
algorithm.

In this paper, acronym SMCR is used for the algorithm with
which analytical band solution can be obtained, and acronym MCR-
ALS is used for the approximation method which can provide
“unique” solution (at least in mathematical sense: after the conver-
gence, the solution will be the same using different initial values;
of course this “unique” solution will be only one from the feasible
regions/band solution).

2.4. Decomposing three-way trilinear data

When several dissolution tests of related samples are analyzed,
the data can be arranged in a three-way data cube. Parallel factor
analysis (PARAFAC) [35,45–48] can decompose this data cube (dis-
solution times by wavelengths by samples) if the data are trilinear
and the dissolution rate profiles and spectral profiles to be calcu-
lated remain the same in every run. According to this, the working
equation of PARAFAC is:

Ri
J×K
= S

J×N
· Q i

N×N
· ET

N×K
Q i

N×N
= Diag

(
ci,1:N

)
i = 1 . . . I (4)
where Ri is the matrix of the ith slice of the data cube R, E is the
matrix of dissolution rate profiles, S is the matrix of spectra, and
Qi is a diagonal matrix with the elements of the ith row of matrix
C in its diagonal, whereas C is the matrix of concentration profiles
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Table 1
Contents of the samples analyzed.

Samples Meloxicam (mg) Mannitol (mg)

ME1-PM 1:10 15 150
ME1-PM 3:7 15 35
ME2-PM 1:10 15 150
ME2-PM 3:7 15 35
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annit1 (1:10) – 150
annit2 (3:7) – 35
E1 15 –

the outer product of the three matrices C, S and E yields the data
ube R). It may be noted that this decomposition is unique under
ild mathematical conditions (concerning the special ranks of the

rofile matrices) [48], the only indeterminacy in the least squares
olution being the sequence of the components (permutation) and
he scaling of the loading vectors (i.e., the columns of the profile

atrices) [47].
Alternatively, it is possible to define a model that does not

equire the dissolution rate profiles to be identical from sample
o sample, but allows for some sort of deviation. The PARAFAC2

odel [35,47–50] offers a way of doing this. In this case, only the
ovariance (or cross-product) matrix of the profile loading matrices
hould be the same to conform to the PARAFAC2 model:

Ri
×K
= S

J×N
· Q i

N×N
· ET

N×K
El

K×N
· ET

l
N×K

= Eh
K×N
· ET

h
N×K

1 ≤ l, h ≤ I (5)

his is naturally a less stringent condition than requiring that the
rofiles be identical as in the PARAFAC model.

. Materials and methods

.1. Raw materials

ME samples with different particle sizes (ME1 and ME2) were
upplied by EGIS Ltd. (Budapest, Hungary). �-d-Mannitol was from
ungaropharma Ltd. (Budapest, Hungary). All other reagents and

olvents were of analytical grade.

.2. Determination of particle size

The particle sizes of the MEs and the mannitol were mea-
ured by laser diffraction (Malvern Mastersizer 2000, Malvern Ltd.,

orcestershire, UK). For the measurements, the materials were dis-
ersed with air and deagglomerated at an air pressure of 0.5 bar.
he particle size was determined in the range 0.02–2000 �m. The
easurements were repeated three times. The d(90%) values were

06.20 �m, 5.97 �m and 239.45 �m for ME1, ME2 and mannitol,
espectively. The specific surface areas of the samples were calcu-
ated from the particle size data: 0.071 m2 g−1, 2.514 m2 g−1 and
.226 m2 g−1 for ME1, ME2 and mannitol, respectively.

.3. Preparation of solid binary systems

PMs of ME1 and ME2 and mannitol (ME1-PM and ME2-PM) in
atios of 3:7 (w/w) and 1:10 (w/w) were prepared by mixing the
ndividual components for 10 min at 50 rpm in a Turbula mixer (Tur-
ula WAB, Systems Schatz, Switzerland). For the PM binary systems,
ecause the therapeutic dose of ME is between 7 mg and 15 mg,
5 mg of ME and the appropriate amount of mannitol were filled

nto hard gelatine capsules (No. 2) by hand, on a digital balance (4
igits). Two different pure samples of mannitol were used: Man-
it1 (amount as in the mixture with a ratio of 1:10) and Mannit2
amount as in the mixture with a ratio of 3:7). In Table 1 the contents
f the samples analyzed are collected.
9 (2009) 268–274

3.4. Dissolution studies

Dissolution tests were performed by using Pharmatest equip-
ment (Hainburg, Germany) with one vessel at a paddle speed
of 100 rpm. Artificial enteric juice (900 ml) with a pH of 7.5
(±0.1) at 37 ◦C (±0.5 ◦C) was used according to the composition
of standard phosphate puffer solution described in USP [1]. The
sampling was made after 5 min, 10 min, 20 min, 30 min, 60 min
and 90 min, and the samples were measured spectrophotomet-
rically in UV–vis range, i.e., from 200 nm to 800 nm in steps of
4 nm (Helios � Spectronic, Unicam, Cambridge, UK). After concen-
trated investigation, for most of the cases, we selected the range
of 220–436 nm which contained the most relevant spectroscopic
information. The UV–vis spectra of pure components were not
measured because, e.g., meloxicam is weakly solvable in water.
From the dissolution studies the samples must contain juice as
well.

3.5. Data evaluation by chemometric methods

The SMCR method was implemented in the MATLAB computa-
tional environment [51], as an in-house development, based on the
algorithm published by Rajkó and István [31]. MCR-ALS, PARAFAC
and PARAFAC2 calculations were carried out through the use of
PLS Toolbox [43]. For PARAFAC 46 (wavelengths)×6 (dissolution
times)×7 (samples) and 55×6×8 data cubes were used accord-
ing to the juice and distilled water in reference cell, respectively.
55 (wavelengths)×31 (6×5 dissolution times by each sample + 1
juice sample) data matrices were applied for SMCR and MCR-ALS
calculations.

4. Results and discussion

For the first spectrophotometric measurements, the reference
cell contained the artificial enteric juice, which is the usual and
tested practice. These measurements were evaluated by PARAFAC.
Because PARAFAC can provide real unique solution under relatively
mild conditions and its successful application has been reported
recently in the literature [20], we discuss the results in some detail.
In Fig. SM-1 in the Supplementary Material the exploited spectra of
the three components can be seen: the blue line possible belongs
to mannitol, the red one to ME and the green one to the juice. The
juice has a negative part in its spectrum in the range 220–250 nm,
but the absorbances are close to zero in the remainder of the spec-
trum. The mannitol and ME have absolute maximum absorbances
at 364 nm. About the exploited dissolution rate profiles (Fig. SM-
1b): the juice has an almost constant “dissolution rate” (of course
the solvent cannot be dissolving, however the concentration of the
solvent is changing because of the dissolution of the other com-
ponents), while mannitol can dissolve much better than ME, so its
dissolution curve has a much steeper slope. After 60 min, however,
the curve decreases slightly. The exploited concentration profiles
contain some contradictory elements (Fig. SM-1c). Three pure sam-
ples were used: Mannit1, Mannit2 and ME1. The results for the
samples Mannit1 and ME1 are appropriate. In Mannit1, the amount
of ME is zero and the amount of mannitol is the largest. In ME1,
the amount of the mannitol is zero and the amount of ME is the
largest. However, Mannit2 appears to contain some ME, which is
impossible. It seems ME2-PM 1:10 does not contain any ME, which
is again impossible. In addition a high peak appeared for mannitol

at around 360 nm (Fig. SM-1a), however it is known that mannitol
has very weak absorbance in this region. The unacceptable results
stem from the fact that the dissolution rates of ME and/or manni-
tol are not the same from sample to sample, and trilinearity is not
fulfilled, thus PARAFAC cannot be used for data evaluation. In some
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f these cases, PARAFAC2 can give consistent results. Unfortunately,
he calculations showed that the use of PARAFAC2 did not help, the
oncentration profiles again exhibiting the uninterpretable prop-
rties (not shown). It might be worth to mention that the similar
imitation of use of PARAFAC and PARAFC2 was met in a previously
ublished paper [52].
Because of the above-mentioned discrepancies, another exper-
ment was designed, i.e., in order to obtain non-negative
bsorbances, the reference material being changed from juice to
istilled water. PARAFAC with non-negativity constraint provided
he same contradictory outcome as before. In Fig. SM-1d the red
uice, the spectral band of mannitol is very similar to one of the capsule. (a) Blue
e, red band is for the capsule. (For interpretation of the references to colour in this

curve suggests that pure meloxicam sample should contain man-
nitol. Based on the green curve, one should conclude that juice
contains mannitol and meloxicam. Investigating the blue curve,
pure mannitol sample should involve meloxicam. Because these
reasoning are impossible, we had to choose other chemometric
method to evaluate data.
Taking out PARAFAC, the SMCR and MCR-ALS methods with
non-negativity constraint were applied. First we realized that both
mannitol and the capsule in juice have very similar spectral bands
based on studying two-component systems as Fig. 1 demonstrates
this fact.
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CR implemented in PLS Toolbox. (For interpretation of the references to colour in

Then the measurement data were split into two groups. Besides
uice and mannitol-capsule, one contained ME1-related data, and
he others were related to ME2 data.

Figs. 2–4 show the dissolution profiles calculated by SMCR
ethod. Fig. 2 shows the results of dissolution tests in which sam-

les containing juice, ME1 and mannitol were used. Fig. 2a is one
f the two Borgen plots [28,29,31,32] of the data, i.e., the analyti-
ally calculated feasible regions of the transformed dissolution rate
rofile points. (The other Borgen plot having the feasible regions
or the transformed spectral profiles is not shown here.) In the
nner polygon, there are as many points as wavelengths used. There
re one large and two smaller feasible regions. The largest one is
ear the farthest UV part to vis for points 1–5 with wavelengths of
20–236 nm in steps of 4 nm. This area must relate to the juice (cf.
ig. SM-2 where the green band is above the others). The smaller

easible region on left the must belong to ME1, the red band is above
he others in the region of 360–384 nm in steps of 4 nm (points
6–42) in Fig. SM-2. The remaining feasible region must relate to
annitol-capsule (points 53–55, i.e., 428–436 nm in steps of 4 nm);

he blue band is above the others in Fig. SM-2. It is interesting that
itol. (a) Borgen plot. The two inserts magnify the areas where the red figures are
ME1 (red) and mannitol (blue). The dashed lines are the unique solutions given by
gure legend, the reader is referred to the web version of the article.)

the MCR-ALS method gave curves which were frequently outside
the analytically calculated bands (cf. dashed lines in Figs. 2b and 3),
which can ascribe to the effect of the mild measurement noise
(SMCR can suffer from noise, however, in this investigation the noise
level was tolerable for the algorithm of SMCR and maybe not by
MCR-ALS).

Figs. 2b and 3 allow the conclusion that the dissolution rate of
pure ME (its physical mixture with mannitol was investigated) in
the given juice differs for the two forms, i.e., ME1 and ME2. ME1, i.e.,
the material with the larger particle size, displays a lower dissolu-
tion rate (see Fig. 2b) under the circumstances used, but it seems
that the dissolution is independent of the concentration of ME1.
Pure ME2 (its physical mixture with mannitol was investigated)
exhibits better dissolution properties, but surprisingly, the dissolu-
tion rate worsened when the concentration of ME2 in the mixture

was increased (see Fig. 3).

The dissolution profiles of ME1 in Fig. 2b reveal larger maxima
than those for ME2 in PMs in Fig. 3 (see the red bands in both
figures). However this is only a virtual difference, because these
profiles are normalized to unit area. If we wish to compare the
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E2 (red) and mannitol (blue). The dashed lines are the unique solutions given by

gure legend, the reader is referred to the web version of the article.)

issolution profiles properly, we should consider those obtained
y normalization of the spectra for unit area. The correction ratio
as calculated by using MCR-ALS; Fig. 4 shows the physically com-
arable bands. It is clear that ME2 with a concentration ratio of 1:10
ives the largest maximum; the other three dissolution curves have
ore or less the same maximum.
The calculated bands for the spectra of the pure compo-

ents are very similar to the two partitions of the data (compare

ig. SM-2a and -2b), proving the consistency between the parts
f the measurements. If only one characteristic wavelength, i.e.,
64 nm in this case, is used, which is the practice nowadays,
he conclusion may be drawn from Fig. SM-3: the ME2-PM with

Fig. 4. The comparable relative dissolution bands for ME2 and M
tol; bands for the dissolution rate profiles of the three components: juice (green),
implemented in PLS Toolbox. (For interpretation of the references to colour in this

a concentration ratio of 1:10 dissolves better than the ME2-PM
with a concentration ratio of 3:7 and also better than ME1-PM,
in accordance with previous findings [21]. These latter charac-
teristic wavelength investigations were used as the validation
step for our exerted SMCR-based method. The comparison of
Fig. 4 and Fig. SM-3 verifies that the SMCR-based method worked
correctly. However, using our method, not even the dissolution
curves were provided, but the spectral profiles as well. Another

point of view, if the meloxicam concentration is low enough,
then the one characteristic wavelength method can fail because
of the comparable absorbance of the mannitol-capsule pair at
364 nm.

E1 given by SMCR and corrected by using the MCR results.
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It is of interest to consider the phenomenon of the weakening of
he dissolution of ME2 when the ME concentration was increased,
.e., to the concentration ratio 3:7. The micronized form (ME2) was
gglomerated even in the PM of mannitol and ME2, because the
E particles preserved their strong cohesive force to each other

nd this effect decreased the wetting surface of both the mannitol
nd the ME crystals. The decrease in the surface area is more signif-
cant when ME2 is at higher concentration. To verify this, scanning
lectron microscopy (SEM) investigation was carried out; the pic-
ures (not shown) clearly demonstrated the particle habits of ME1
nd mannitol, which have larger particles than those of ME2. The
icronized ME2 resulted in agglomerates because of the very small

article size (about 6 �m on average). The arrangement of the com-
onents in the PMs was also studied by SEM and the results have
een published in an accompanying paper [53]. In the sample of
E1-PM 1:10, the components with the same particle size are seen

ide by side, with only the small crystals adhering on the surface of
he larger crystals and vice versa (Fig. 5A and B in Ref. [53]). However,
n the case of ME2-PM 1:10, many small adherent crystals could be
bserved (Fig. 5E and F in Ref. [53]).

. Conclusions

We have established that the absorbance of the artificial enteric
uice is not negligible, and thus the juice should be regarded
s a component. For the spectrophotometric measurements, we
hanged the material in the reference cell from juice to distilled
ater, obtaining non-negative absorbances. Next, chemometric
ethods were used to calculate data from the dissolution testing

f ME–mannitol binary systems.
We found that PARAFAC could not be used for these data, because

he trilinearity condition was not fulfilled, i.e., the dissolution rate
rofiles changed from one sample to another. This might hold for
he measurements and data evaluations of Wiberg and Hultin [20]
oo. From Fig. 7c in Ref. [20], the estimated (relative) concentra-
ions are about 0 and 18, thus their ratio is far from the expected
/2. Fig. 7a in Ref. [20] demonstrates that the dissolution profile of
libenclamide is negative at 3 min, which means that glibenclamide
roduced instead of dissolving at that time.

To the best of our knowledge, this is the first reported use of the
MCR method for the analytical calculation of the feasible regions
nd the bands of the profiles for three-component dissolution sys-
ems. Naturally, the band solutions can give only a qualitative
icture, but in most of the cases the bands are narrow enough to
rovide a quantitative outcome within the measurement error.

Our investigation leads us to suggest use of the spectra instead
f only one characteristic wavelength during the evaluation of dis-
olution testing data, as in that case the individual dissolution rate
rofiles for all the components can be exploited by using suitable
hemometric methods without applying time-consuming sepa-
ation techniques such as liquid chromatography. It provides an
pportunity to investigate the correlation between the individual
issolution rates of the active components in complex formula-
ions too (in vitro testing) and the in vivo bioavailability, yielding
ioequivalence results faster and more cheaply.

It would be interesting to investigate some industrial aspects
orresponding to the dissolution study reported above, however, it
s out of the scope of the present paper.
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a b s t r a c t

A simple and rapid method for the highly sensitive determination of polycyclic aromatic hydrocarbons
(PAHs) in water was developed. Benzo[a]pyrene, benzo[k]fluoranthene, perylene, and pyrene in water
were concentrated into sodium dodecyl sulfate (SDS)-alumina admicelles. The collection was performed
by adding SDS and alumina particles into the sample solution at pH 2. After gentle mixing, the result-
ing suspension was passed through a membrane filter to collect the SDS admicelles containing highly
concentrated PAHs. The filter was placed on a slide glass and then covered admicellar layer with a fused
silica glass plate before setting in a fluorescence spectrometer. Benzo[a]pyrene, benzo[k]fluoranthene,
odium dodecyl sulfate
lumina
olycyclic aromatic hydrocarbon
ynchronous fluorescence spectrometry
ater analysis

perylene, and pyrene were selectively determined by the synchronous fluorescence scan (SFS) analysis
with keeping wavelength intervals between excitation and emission to 98, 35, 29, and 45 nm, respectively.
Because of the minimum spectral overlapping, 1–40 ng l−1 of benzo[a]pyrene, benzo[k]fluoranthene, and
perylene as well as 10–150 ng l−1 of pyrene were selectively determined with eliminating the interfer-
ences of other 12 PAHs. The detection limits were 0.3 ng l−1 for benzo[a]pyrene, benzo[k]fluoranthene,
and perylene, and 1 ng l−1 for pyrene. They were 2–3 orders of magnitude lower than the detection limits
in normal aqueous micellar solutions. The application to water analysis was studied.
. Introduction

Polycyclic aromatic hydrocarbons (PAHs) are ubiquitous envi-
onmental pollutants resulting from the combustion of fossil fuels
nd the cremation of waste products. They can be transfer from gas
o aqueous phases such as rain, river, and ground waters. Because of
heir toxic, carcinogenic, mutagenic, and bioaccumulative proper-
ies, PAHs in environmental water have to be frequently monitored.
he analysis of traces of PAHs in water samples have generally been
erformed by the pre-concentrating by liquid–liquid extraction or
olid-phase extraction and the subsequent determination by gas
r liquid chromatography [1–5]. However, cumbersome and time-
onsuming procedures are necessary in the conventional analytical
ethods. The use of harmful and flammable organic solvents poten-

ially damages to user’s health and environment.
We have designed a simple and efficient extraction method

sing admicelles for the concentration of hydrophobic organic

ompounds and metal chelates in the aqueous solution [6–14].
n anionic surfactant such as sodium dodecyl sulfate (SDS) can
orb on positively charged surfaces of alumina to form micelle-like
ggregates (hemi-micelles or admicelles) [15–19]. Hydrophobic

∗ Corresponding author. Tel.: +81 52 789 3579; fax: +81 52 789 3241.
E-mail address: saitoh@numse.nagoya-u.ac.jp (T. Saitoh).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.022
© 2009 Elsevier B.V. All rights reserved.

compounds in water are predominantly incorporated into the
admicelles depending on their hydrophobic properties. The method
(termed hemi-micelle/admicelle-mediated extraction by some
researchers) has been extensively applied to the extraction of
varieties of compounds [6–14,20–28]. For example, hydrophobic
PAHs were quantitatively collected to the admicelles by passing
the solution through the solid-phase extraction cartridge fill-
ing with SDS-coated alumina [11]. PAHs were easily eluted by
washing the admicelle cartridge with small amount of organic
solvent. The method was compatible to their HPLC analysis by
fluorometric detection without reducing its performance. Since
the fluorescent spectra of PAHs are extensively overlapping, HPLC
separation is necessary for the simultaneous analysis. However,
considerable time is required for their chromatographic separa-
tion.

An attractive alternative may be the determination by a syn-
chronous fluorescence scan (SFS). The SFS is known to be a choice for
simultaneous determination of multi-component samples without
a preseparation [29]. In this method, both excitation and emis-
sion monochrometers are scanned simultaneously with keeping

constant interval to obtain a simpler and narrower spectromet-
ric peak. Because of sharp and narrow spectrum, the SFS serves
as a very simple, selective, and sensitive method for the simul-
taneous analysis of PAHs in solution or solid media [30–34].
Recently, it was found that the fluorescence intensity obtained by
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small amount of sorbents, the mixing or the stirring of the solution
for considerable time is usually necessary for the complete collec-
tion. This is due to small area of the interface between solid sorbents
and bulk aqueous solution. Low water-permeability of conventional
hydrophobic solid-phase extraction media may be another reason
78 T. Saitoh et al. / Tal

FS was sensitized in the micellar media [35,36]. In addition, our
revious observation indicated that the fluorescence intensity of
yrene in the conventional fluorescence scan was enhanced by

ncorporating to SDS-alumina admicelles [37]. Thus, the combina-
ion of admicelle-mediated extraction and SFS could be a simple,
apid, and sensitive method for the simultaneous determination of
AHs in water samples.

In the present study, PAHs in water was collected to admicelles
hat were prepared just by pouring surfactant and solid particle to
he sample solution. Then the admicelles were collected on a mem-
rane filter for measuring the fluorescence of PAHs. The conditions

ncluding kind or/and amount of surfactant and solid particle were
nvestigated for achieving efficient collection and sensitive detec-
ion. Some PAHs were selectively determined by SFS without any
rocedures of elution or separation.

. Experiment

.1. Reagents

PAHs including anthracene, benzo[a]anthracene, benzo[k]fluor-
nthene, benzo[a]pyrene, benzo[e]pyrene, chrysene, coronene,
uoranthene, phenanthrene, naphtharene, naphtha[2,3a]pyrene,
erylene, and pyrene were purchased from Sigma–Aldrich (St.
ouis, MO, USA). They were used as 0.1 mM ethanol solutions.
odium dodecyl sulfate (SDS, for biochemistry, Wako Pure Chem-
cal, Tokyo, Japan) and cetyltrimethylammonium chloride (CTAC,
anto Chemical, Tokyo, Japan) were used without further purifi-
ation. Alumina (B-0, for TLC, containing no binder, Wako Pure
hemical) and silica gel (for TLC, containing no binder, Kanto Chem-

cal, Tokyo, Japan) were employed. Other reagents used were of
nalytical grade. Milli-Q purified water was used for all experi-
ents.

.2. Procedures

To 500 ml of water sample (pH 2) containing PAHs were added
0 mg of alumina and 150 mg of SDS. The water sample was
recedently filtrated with an aluminum oxide membrane filter
AnodiskTM, filter size: 47 mm, pore size: 0.1 �m, Whatman plc,

aidstone, UK) to remove particulate materials. After mixing with
magnetic stirrer (ca. 120 rpm) for 10 min, the solution was passed

hrough a membrane filter (OmniporeTM, hydrophilic PTFE, filter
ize: 25 mm, pore size: 0.45 �m, Millipore, Billerica, MA, USA) to
ollect the admicelles. The membrane filter was precedently set
o a glass filter holder having 16 mm of inner diameter. The filtra-
ion was performed by suction at a flow rate of ca. 200 ml min−1.
mmediately after the completion of the filtration, the farther suc-
ion should be avoided. The membrane filter was carefully detached
rom the holder, placed on a slide glass (35 mm×26 mm×1 mm),
nd subsequently covered with a fused silica glass plate
25 mm×25 mm×1 mm). The gap of the glass plates was sealed
ith a flexible paraffin film (Parafilm®, Pechiney Plastic Packag-

ng, Chicago, IL, USA). The procedures of sample preparation (Fig. 1)
ere performed in a dark room for minimizing the photo-bleaching

f PAHs. The sample was directly placed in the front surface acces-
ory for solid samples in a Perkin-Elmer LS-50B luminescence
pectrometer. The incidence angle of the excitation radiation was
et at 60◦ to ensure that reflected light, scattered radiation, and

epolarization phenomena are minimized. The wavelength inter-
als between excitation and emission (��) in the synchronous
uorescence scan were set to 98 nm for benzo[k]fluoranthene,
5 nm for benzo[a]pyrene, 29 nm for perylene, and 45 nm for
yrene. Slit widths were 2.5 nm for both of excitation and emission.
he temperature was maintained at 25±1 ◦C.
Fig. 1. Schematic illustration of experimental procedures.

3. Results and discussion

3.1. Collection of PAHs

Fig. 2 shows the effect of the amount of SDS on the collection of
PAHs. The SDS dependent increase in the collection is explained by
gradual formation of SDS-alumina admicelles. The extent of the col-
lection was more than 97% by adding 50–150 mg of SDS for 500 ml
of sample water when 10 mg of alumina was used. On the other
hand, the collections decreased by adding further amount of SDS,
being ascribable to the distribution of PAHs to normal SDS micelles
formed in the bulk aqueous solution. In the present study, the addi-
tion of 150 mg of SDS was recommended.

In the extraction of analytes from large volume of water to very
Fig. 2. Effect of the amount of SDS added on the collection of benzo[a]pyrene (�),
benzo[k]fluoranthene (�), perylene (�), and pyrene (©) from 500 ml of water to
admicelles composing of 10 mg of alumina.
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or slow mass transfer. However, the mixing of the solution for
min was enough to achieve more than 97% recoveries of pyrene
nd benzo[a]pyrene. Such rapid collection can be ascribed to high
ater-permeability of admicelles. Dynamic sorption of surfactant
olecules on solid surfaces may be another reason for the rapid col-

ection. The mixing for 10 min with a magnetic stirrer (ca. 120 rpm)
s recommended for the complete collection of PAHs.

The amount of alumina can also influence to the collection of
AHs. By using more than 5 mg of alumina, however, the recov-
ries of pyrene and benzo[a]pyrene were almost quantitative
>97%). On the other hand, the fluorescence intensities of PAHs
ere largely dependent on the amount of admicelles (Fig. 3). Low

nd less-reproducible intensity was obtained by adding alumina
elow 10 mg, owing to the difficulty in the preparation of uniform
dmicelle layer. The fluorescence intensity also decreased with
ncreasing the amount of alumina more than 10 mg. The increas-
ng thickness of admicellar layer diminished the incident excitation
adiant power. The addition of 150 mg of SDS and 10 mg of alumina
as optimum for the quantitative collection and the maximum

uorescence intensity.

In the present study, CTAC-silica gel admicelle was also tested
or the collection and fluorescence detection of PAHs, because it
s also useful for the rapid and efficient collection of hydropho-
ic analytes in water [12]. However, the fluorescence intensity

marks are the same as those defined in Fig. 2.

ig. 4. Normal excitation spectra of 20 ng l−1 of benzo[a]pyrene (a), pyrene (b), perylene (c), and benzo[k]fluoranthene (d) in the absence (solid line) and the presence of
0 ng l−1 other 12 PAHs (broken line) obtained by the concentration to admicelles composing of 10 mg alumina. Other 12 PAHs include anthracene, benzo[a]anthracene,
enzo[k]fluoranthene, benzo[a]pyrene, benzo[e]pyrene, chrysene, coronene, fluoranthene, phenanthrene, naphtharene, naphtha[2,3a]pyrene, perylene, and pyrene except
PAH of interest. Emission wavelengths are 402 nm for benzo[a]pyrene, 382 nm for pyrene, 441 nm for perylene, and 408 nm for benzo[k]fluoranthene. Arrows indicate
etection wavelengths.
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ig. 5. Synchronous excitation spectra of 20 ng l−1 of benzo[a]pyrene (a), pyrene (b
f 50 ng l−1 other 12 PAHs (dotted line) obtained by the concentration to admicelles
yrene, 29 nm for perylene, and 98 nm for benzo[k]fluoranthene. Arrows indicate d

f benzo[k]fluoranthene on CTAC-silica gel admicelles was only
pproximately a one-eighth of the intensity on SDS-alumina
dmicelles. He et al. [36] reported that SDS micelles sensitized syn-
hronous fluorescence intensity of PAHs rather than other micelles
ncluding CTAB micelles. It can be assumed that SDS-admicelles
ensitize the fluorescence intensity of PAHs rather than CTAC-
dmicelles do. Difference in the light transmittance of the solid
aterials may be another reason for the different fluorescence

ntensity. Therefore, the use of CTAC-silica gel admicelle was elim-
nated in the present study.

.2. Selective measurement in SFS mode

In the conventional scan mode, benzo[a]pyrene gave a peak at
67 nm in the excitation spectrum (solid line in Fig. 4a). However,
uge background signals also appeared because of light scattering
n admicelle layer. Additionally, background signal increased in the
resence of other PAHs (broken line in Fig. 4a). The signals of pyrene,
erylene, and benzo[k]fluoranthene were also indistinct and thus
ould not be used for the respective determination (Fig. 4b–d). In

ontrast, simple and sharp peaks of benzo[a]pyrene were obtained
n the SFS measurement (solid line in Fig. 5a). The wavelength inter-
al between excitation and emission (��) for the highest ratio
f signal intensity to background was 35 nm. The attempt of the
FS measurement was performed by setting �� in 1 nm intervals
lene (c), and benzo[k]fluoranthene (d) in the absence (solid line) and the presence
osing of 10 mg alumina. The values of �� are 35 nm for benzo[a]pyrene, 45 nm for

on wavelengths.

around the optimal values (19 and 43 nm) in the aqueous solution
of normal SDS micelles [36]. The smaller �� was not available due
to the significant background owing to the light scattering on the
particulate admicelles. The value of �� was slightly different from
that (�� = 43 nm [36]) in the normal SDS micelles, suggesting dif-
ference in the property as extracting media. In the presence of other
12 PAHs, some additional peaks also appeared in the spectrum (bro-
ken line in Fig. 5a). However, only benzo[a]pyrene gave a peak at
367 nm in the excitation spectrum. Therefore, benzo[a]pyrene can
be selectively determined based on the fluorescence intensity at
367 nm. The SFS measurement was also useful for the determina-
tion of pyrene, perylene, and benzo[k]fluoranthene (Fig. 5b–d). The
optimum �� (nm) values for obtaining the maximum ratio of sig-
nal to interferences were 45 for pyrene, 29 for perylene, and 98
for benzo[k]fluoranthene. In the presence of other PAHs, they were
selectively determined based on the signal intensities at 337, 411,
and 308 nm, respectively.

Linear correlations between PAH concentration and fluores-
cence intensity were obtained in the concentration range of
1–40 ng l−1 for benzo[a]pyrene, benzo[k]fluoranthene, and pery-

lene. The concentration range on the linear calibration was
10–150 ng l−1 for pyrene. The standard deviation in the determi-
nation of 10 ng l−1 of benzo[a]pyrene was ca. 10%. The detection
limits (S/N = 3) of benzo[a]pyrene, benzo[k]fluoranthene, and pery-
lene were 0.3 ng l−1, while that of pyrene was 1 ng l−1. They are
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Table 1
Determination of four PAHs in water samples.

Sample Exp. no. PAH (ng l−1) Exp. no. PAH (ng l−1)

Added Found Added Found

Milli-Q water 1 B[a]P 0 2±1 3 B[a]P 0 2±1
B[k]F 0 <0.5 B[k]F 0 <1
Perylene 0 <0.5 Perylene 0 2±1
Pyrene 0 ∼3 Pyrene 0 ∼3

2 B[a]P 10 11±1 4 B[a]P 10 13±1
B[k]F 10 10±1 B[k]F 5 7±3
Perylene 10 12±2 Perylene 10 10±2
Pyrene 10 12±1 Pyrene 50 67±5

5 B[a]P 20 23±2
B[k]F 10 12±2
Perylene 20 19±1
Pyrene 100 120±18

Groundwater 6 B[a]P 0 ∼1 8 B[a]P 0 2±1
B[k]F 0 <1 B[k]F 0 2±1
Perylene 0 ∼1 Perylene 0 ∼1
Pyrene 0 ∼2 Pyrene 0 13±5

7 B[a]P 10 11±1 9 B[a]P 10 13±2
B[k]F 10 9±1 B[k]F 5 7±2
Perylene 10 13±1 Perylene 10 10±1
Pyrene 10 13±2 Pyrene 50 62±4

10 B[a]P 20 21±2
B[k]F 10 12±2
Perylene 20 21±3
Pyrene 100 111±8

Rainwater 11 B[a]P 0 3±1 13 B[a]P 0 3±1
B[k]F 0 2±1 B[k]F 0 3±1
Perylene 0 2±1 Perylene 0 2±1
Pyrene 0 10±2 Pyrene 0 11±8

12 B[a]P 10 12±1 14 B[a]P 10 11±2
B[k]F 10 11±1 B[k]F 5 8±1
Perylene 10 13±1 Perylene 10 9±1
Pyrene 10 19±1 Pyrene 50 49±11

15 B[a]P 20 16±3
B[k]F 10 11±2
Perylene 20 16±3
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verage of 5 experiments. B[a]P: benzo[a]pyrene, B[k]F: benzo[k]fluoranthene. Nos. 1
ther 9 PAHs added. Other 9 PAHs: anthracene, benzo[a]anthracene, benzo[e]pyrene,

–3 orders of magnitude lower than the detection limits in nor-
al aqueous micellar solutions (0.0055 �g l−1 [33], 24.9 �g l−1 [34],

.34 �g l−1 [36] for perylene and 0.14–2.4 �g l−1 [33,34,36] for other
AHs).

.3. Application to water samples

Table 1 summarizes the analytical results of four PAHs in
ome water samples. Benzo[a]pyrene, benzo[k]fluoranthene, and
erylene spiked were selectively determined with very small

nterference of other PAHs. Because of selective detection by SFS
easurement, only small signal from other PAHs were observed

n the determination of the objective PAHs. On the other hand,
he determination of pyrene was somewhat interfered by coex-
sting PAHs, probably due to the spectral overlapping of pyrene

ith other PAHs. Relatively lower sensitivity of pyrene than other
AHs is another reason for the interference. Slightly lower value
n the analysis of rainwater may be due to the adsorption of
AHs on some dissolved or colloidal materials including in rain-
ater.

The present method can be compared with the front-face fluo-
ometry on solid sorbents such as alkylated silica gel [38], Sephadex

-25 gel [39], or commercial C18 EmporeTM membrane disk [40,41].
he combination of solid-phase extraction with synchronous fluo-
ometric analysis enables the determination of PAHs at �g l−1-level
ithout chromatographic separation. However, considerable time

e.g. 60 min [41]) is required for the equilibrium extraction to the
Pyrene 100 71±16

7, 11, 12: 10 ng l−1 each of other 9 PAHs added. Nos. 3–5, 8–10, 13–15: 50 ng l−1 each of
ene, coronene, fluoranthene, phenanthrene, naphtharene, and naphtha[2,3a]pyrene.

solid-phase materials. This is explained by slow mass transfer from
bulk aqueous solution to hydrophobic solid materials having low
water-permeability. Slow diffusion in gel matrices may be another
reason for slow collection. Additionally, the use of large amount
of solid materials or thick extraction disks can reduce the exci-
tation and the emission light strengths. In the present method,
PAHs in large volume of water can rapidly be collected into very
small amount of admicelles having high water-permeability and
extraction ability. Because of the combination of highly efficient
concentration with the selection of suitable media for sensitive
SFS analysis, the sensitivity of the present method is two or three
orders of magnitude greater than those of other methods includ-
ing micellar sensitized SFS analysis in the bulk aqueous solution
(�g l−1-levels [33,34,36]). On the other hand, very small amount
of organic components were also highly concentrated and thus
significantly interfered to the detection of fluorescent signals. For
example, the recoveries of PAHs were lowered in the application to
highly contaminated rainwater samples that had been collected at
the time of just beginning or from the surfaces of road. The reduced
recoveries of PAHs may be ascribed to dissolved materials or fine
particles that could not be removed with membrane filters. In the
application to river water, the signal intensities of PAHs were sig-

nificantly lowered. The admicelles were colorized to light blown.
Humic substances containing in river water tend to predominantly
sorb onto SDS-alumina admicelles [42]. Such organic components
can reduce the light intensity for the excitation of PAHs and the
emission to be detected. The use of effective sample pretreatment
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ethod will extend the applicability of the present method to the
nalysis of wide range of environmental water.

. Conclusions

The combination of admicelle-mediated extraction with syn-
hronous fluorescence scan was a powerful technique for the
etermination of ng l−1-levels of PAHs without chromatographic
eparation. Four PAHs in water samples were quite rapidly col-
ected to highly water-permeable SDS-alumina admicelles. Because
f extreme extraction ability of the admicelles, PAHs were highly
oncentrated into very small quantities of admicelles. Additionally,
DS-alumina admicelles were suitable for the sensitive fluores-
ence measurement of PAHs. Further studies about surfactants and
olid sorbents as well as solution conditions will be valuable for
mproving the sensitivity and selectivity in the analysis of PAHs.
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a b s t r a c t

Synchrotron radiation X-ray diffraction (�-SR-XRD) and Fourier transform infrared spectroscopy (�-SR-
FTIR) are used in the non-destructive identification of reaction and aging compounds from micrometric
ancient painting layers. The combination of the micrometer size and non-destructive nature of the tech-
niques together with the high resolution and brilliance of the synchrotron radiation has proved to be a
procedure most advantageous for the study of reaction, aging and degradation processes. Copper, lead
eywords:
ynchrotron radiation
RD
TIR
etal carboxylates
xalates

and calcium carboxylates and oxalates are determined in the chromatic, preparation and alteration layers
from 15th century egg tempera and oil paintings. Their nature and crystallinity have been assessed. Some
hypothesis about the mechanisms of development of both carboxylates and oxalates are presented.

© 2009 Elsevier B.V. All rights reserved.
othic paintings
rtwork

. Introduction

The identification of aged binders [1] and of the reaction com-
ounds formed by the interaction between the binding media and
he pigments is a subject of the highest interest in the chemical
tability and conservation of ancient paintings. However, the iden-
ification of pigments, binders, reaction and alteration compounds
resents great technical difficulties since most of them appear in
xtremely small amounts. In addition most of these substances lack
good crystallographic order since some of them are soluble in the
inders and the solid state reactions and aging processes involved
re kinetically controlled. The art works studied correspond to 15th
entury Catalan Gothic paintings. In this period, oil-based binders
tarted being used and coexisted with the preceding tempera tech-
iques that used egg yolk and animal glue. Sometimes different

inders were used in the same paint and due to the micrometer size

ayered structure of the paint this makes the study more interesting
ut at the same time more difficult.

∗ Corresponding author. Fax: +34 93 8967700.
E-mail address: nativitat.salvado@upc.edu (N. Salvadó).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.04.005
The samples extracted from an artwork are necessarily small;
a few hundred micrometers surface area, which gives a measur-
able volume of only 10−3 mm3. The identification of the organic
fraction when present in very small proportion can be obtained
by chemical separation techniques after a process of dissolution
of the sample [2,3]. However, using this methodology information
the exact location of the different compounds is lost. The use of
spatially resolved low level detection non-destructive techniques
is a good option, although the sensitivity is moderate. Thus a spe-
cial and careful preparation of the samples is required. Analytical
techniques sensitive down to the 10 �m level must be used. High
resolution X-ray diffraction (XRD) and Fourier transform infrared
spectroscopy (FTIR) techniques are non-destructive and a good
combination for the identification of compounds present in the
painting layers. Synchrotron radiation has a clear advantage with
respect to conventional radiation sources because it has a high
brilliance, low noise and tuneable monochromatic and highly colli-
mated light with footprints down to the micrometers size [4–6].

In this study we demonstrate the capability and potentiality of
combined �-SR-FTIR and �-SR-XRD techniques in the detection
and identification of those compounds in micrometric painting
layers. When �-SR-FTIR is used, separation of the compounds
can only be achieved by first a previous mechanical separation of
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ayers under the stereomicroscope, followed by the thinning out of
mall fragments taken from each layer in a diamond cell. When the
echnique employed is �-SR-XRD thin cross-sections are prepared
nd measurement points are focused with a video microscope. The
ombination of �-FTIR and �-XRD allows for the identification of
ompounds and information to be gathered on the distribution of
hese highly heterogeneous samples.

The drying oils used in the 15th century are either linseed or wal-
ut oils. They include two poly-unsaturated fatty acids containing
8 carbon atoms, linoleic and linolenic acids, as well as, the mono-
nsaturated oleic acid. They contain also about 8% of saturated
cids, palmitic and stearic (C16 and C18 straight-chain monocar-
oxylic fatty acids) [7–9]. The drying and aging process results in
polymerization by uptake of oxygen that free fatty acids may be
roduced [2,7,8,10–12].

Dried egg yolk contains two thirds of lipids and one third of pro-
eins, resulting in different drying and aging processes from those
hat work with oil. The lipids are made up of one third phospholipids
nd two thirds triglycerides. These triglycerides contain two thirds
nsaturated acids (∼60% oleic, ∼25% linoleic) and one third satu-
ated acids, such as stearic and palmitic acids. Aging of the lipids in
he egg yolk is the same as in the drying oil; an oxidative polymer-
zation and, consequently, similar reaction compounds are formed
7,13]. Consequently, drying and aging will produce similar free fatty
cids in the egg yolk and in the drying oil.

The simultaneous presence of free fatty acids in the binders and
etals, such as lead, calcium, copper or tin from the pigments and

round layers makes the formation of metal soaps predictable. In
act they are part of the drying process of the paint and therefore,
hey are always expected to form. In some cases those compounds
ffect the artwork to a large extend (formation of protrusions), and
t is in these cases that they have been identified [10,11,14–16].
owever, in most of the cases, and in particular, when they are not
ggregated, their presence is hard to detect [17]. In this study we
dentify the lead, calcium and copper carboxylates formed in differ-
nt paint and ground layers from both 15th century paintings both
ith egg yolk and oil-based binders. The presence of metal carboxy-

ates has been reported in other studies, in particular in oil painting
2,10,14–16,18], in this study they have been non-destructively iden-
ified and isolated in ancient egg yolk paintings. Moreover, it is the
rst time that these compounds have been identified by means of
icro-XRD directly on ancient painting layers.
Oxalates are a type of salts usually found on the surfaces of

rtworks [18–20]. However, their relationship to the degrada-
ion/weathering processes, although suspected, is still unknown. In
his study, we determine the nature of the oxalates formed, in par-
icular of lead, calcium and copper oxalates and their distribution
n the different chromatic, preparation and alteration layers. This is
he first step necessary in order to ascertain origin of their oxalates
nd to establish the mechanisms responsible for their development
nd to relate their presence to specific degradation processes.

. Experimental

.1. Samples and reference materials

The samples analysed belong to altarpieces painted by the most
mportant masters of the Crown of Aragó: Sant Vicenç de Menàr-
uens dated 1438–1440 by Bernat Martorell (1400?–1452), Sant
icenç de Sarrià dated between 1455 and 1460 and El Conestable

ated 1464 both by Jaume Huguet (141?–1492), La Mare de Déu
els Consellers dated 1443–1445 by Lluís Dalmau’s (1428–1461) and
’aparició de la Mare de Déu a Sant Francesc a la Porciúncula by Mestre
e la Porciúncula dated around 1450. They are on exhibit at the
useu Nacional d’Art de Catalunya in Barcelona [21]. Finally, the
Fig. 1. Detail of the scene of the Crucifixion in the altarpiece of the Conestable
from the chapel of Saint Àgata in Barcelona by the painter Jaume Huguet, 15th cen-
tury. Photo: Carles Aymerich, Centre de Restauració de Bens Mobles de Catalunya
(CRBMC).

altarpiece El Conestable dated 1464 by Jaume Huguet is placed in
the chapel of Santa Àgata in Barcelona (Fig. 1).

The paints were applied over a ground preparation, mixing the
pigments with an organic binder, either egg yolk or animal glue
and water (tempera technique) or a drying oil (oil technique). The
ground preparation was made of several layers of gypsum mixed
with animal glue and applied over the wood surface. The paintings
are formed by a sequence of layers including a ground layer (few
millimetres), several paint layers (between 10 and 100 �m thick
each) and superficial layers of alteration of varnishes and contami-
nation (less than 2 �m thick).

Organic binders and pigments react and age, therefore some nat-
urally aged materials are also analysed. Egg yolk (chicken), drying
oils (linseed oil) and some pigments mixed with the binders applied
over a glass slide and allowed to age naturally in the laboratory for
at least 8–10 years are also studied.

The mixtures were prepared blending binding media with pig-
ments or gypsum in a weight proportion of 25–30% binding media
and applying it over a glass slide in layers of between 60 and 150 �m
in thickness.
2.2. Specific sample preparation

The samples taken were small in size (surface area of a few
hundred micrometers side), from which two preparations are
made, fresh-fractured fragments and polished cross-sections. For
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Table 1
Wavenumbers of the characteristics bands of egg yolk and lead carboxylates
(Figs. 2 and 3).

Egg yolk
3286 cm−1 �(N–H)
3069 cm−1 NH bending overtone
3008 cm−1 �(CH), olefinic C C–H
2955, 2923, 2853 cm−1 �(CH) methylene and methyls groups
1744 cm−1 �(C O) ester linkage
1710 cm−1 �(C O) free fatty acids
1656 cm−1 �(C O) amide I
1542 cm−1 �(N–H) and �(C–N) amide II
1465 cm−1 �(CH) methylene and methyls groups
1233 cm−1 �C–O in ester
1170 cm−1 �C–O
721 cm−1 CH2 rocking

Lead carboxylates
2955, 2919, 2849 cm−1 �(CH) methylene and methyls groups
1540, 1513 cm−1 �as(COO−)
1472, 1462 cm−1 �(CH2)
1419 cm−1 �(COO−)
1350–1180 cm−1 Vibrations from hydrocarbon chains

−1
N. Salvadó et al. / Ta

he cross-sections, the samples are embedded in polyester resin
olymerized by a peroxo organic catalyser under low humidity
onditions. After polymerization, cross-sections were obtained; a
rst cut with a diamond saw was afterwards polished with 1 �m
ize diamond paste and, then, the block cut again in a slice about
00 �m thick.

.3. Analytical techniques

�-SR-XRD is a good solution to resolve complex mixtures of
rystalline compounds, and the small amount of each compound
akes the brilliance and collimation of the synchrotron beam fun-

amental for their study [5,22,23]. However, since the size of these
ompounds is often comparable to the size of the layers themselves,
he use of a microbeam is only adequate if the beam size is not too
mall. A beam size of about 10–50 �m is an adequate compromise
etween the typical size of crystals and the thickness of the lay-
rs. A smaller beam may lead to a spotty single crystal-like X-ray
iffraction pattern, dominated by only some of the compounds, and
herefore a full identification of the whole layer will not be visi-
le. If bigger, it is not possible to separate the compounds present

n the different layers. A map of compounds was obtained from
ross-sections of the layered paintings by using a XYZ motorized
oniometer head as sample support in combination with a video
icroscope with a motorized zoom 12×. For this, beam footprints

f 30 �m were used. XRD patterns were obtained at station BM16
f the European Synchrotron Radiation Facility (ESRF) in transmis-
ion geometry, 12.7 keV X-rays (0.98 Å) and an ADSC Q210r CCD
etector, pixel size 102 �m. The angular range is limited by the

ize of the detector and if organic and inorganic compounds are
resent at the same time, the experimental conditions adequate
or their identification are different. Therefore, different angular
anges have been measured. For adequate separation and unam-
iguous identification of the inorganic compounds high angular

ig. 2. �-SR-FTIR spectra corresponding to (a) egg yolk naturally aged for 8 years;
b) proteins partially separated from the egg yolk naturally aged for 8 years; (c)
ipids separated from the egg yolk naturally aged for 8 years; (d) lead carboxylates
btained from a mixture of lead white and egg yolk naturally aged for 8 years.
930 cm
730 cm−1

719 cm−1

706 cm−1

resolution SR-XRD measurements were also performed at station
BM01 (ESRF). For these measurements, small fragments of the sam-
ple were put in a glass capillary to allow spinning of the sample in
a two circle diffractometer with three line detectors 5◦ measur-
ing angle. Measurements were taken in transmission geometry at
24.9 keV (0.50 Å). A 2� range of 25◦ was collected during 15 h.

�-SR-FTIR analysis is also performed to extract chemical and
structural information on the different compounds present. The
accurate separation of the different compounds is necessary to
obtain unambiguous identification even for the compounds present
in very small amounts. Separation of the different compounds is
accomplished thanks to the small spot of 10 �m×10 �m used and
the high quality spectra obtained measuring one of the sides of
pressed small fresh-fractured fragments extracted from the differ-
ent paint and ground layers of the samples in a diamond cell [4].
�-SR-FTIR measurements were performed at station 11.1 of the Syn-

chrotron Radiation Source (SRS Daresbury Laboratory). The NEXUS
FTIR Spectrophotometer is equipped with a Nicolet Continu�m
microscope, MCT detector, measuring range 4000–700 cm−1. Spec-
tra were obtained in transmission mode. For each measurement,
128 scans were recorded with a resolution of 4 cm−1.

Fig. 3. �-SR-FTIR spectra corresponding to (a) proteins partially separated from an
egg yolk naturally aged for 8 years (b) proteins partially separated from a paint layer
from the altarpiece Sant Vicenç de Sarrià which is related to egg yolk.
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Finally, as the pigments appear normally as powders, the anal-
ses also include Optical Microscopy (OM) and Scanning Electron
icroscopy (SEM), Cambridge S-120, with elemental analysis using

he PCXA LINK EDS (25 keV, 1 nA) microanalyzer in order to obtain
nformation of the composition, size distribution and homogeneity
f the particles.

. Results and discussion

The paintings studied belong to the same historical period;
hey were painted within a period of 30 years, and all share,

roadly speaking, the same painting technique: the paints are
pplied in several layers over a gypsum based ground sur-
ace. The diversity of binders and pigments used, as well as,
ll their possible combinations make analysis of these paintings
articularly valuable for the study of the differences and sim-

ig. 4. (a) Optical image and (b) SEM image from polished cross-section of a white samp
ayer, (2) white paint layer with drying oil, (3) ocher paint layer with egg yolk and (4) gro
olk, (II) layer 3 and (III) layer 2. Phosphorous are identified in spectrum I and II related
iamond cell, as well as, the 10 �m spot used for the analyses. (e) �-SR-FTIR spectra co
f) �-SR-XRD patterns corresponding to (I) layer 2 and (II) layer 3. Lead white (JCPDF pa
ead carboxylates are identified in both layers (diffraction patterns from lead stearate and
o drying oil. Layer 3 shows egg yolk, goethite and also gypsum and calcium oxalates, we
espectively). (For interpretation of the references to color in this figure legend, the reade
79 (2009) 419–428

ilarities in the aging process between oil and egg yolk based
paintings.

In these samples which are small in size (a few hundreds of
micrometers), structured in thin layers (of some tens of microm-
eters) and of heterogeneous composition, the identification of the
compounds is complex. The use of various complementary tech-
niques such as OM, SEM, �-SR-FTIR and �-SR-XRD and further
comparison of the data with reference materials and naturally aged
laboratory prepared samples allows us to obtain reliable conclu-
sions. The strategy consists of extracting a micrometer size particle
from the layer under study using a microscope and placing it in

a diamond cell and applying pressure so that it is evenly spread
over the surface of the diamond cell. Focusing on 10 �m spot size
at different points compounds can be separated. �-SR-FTIR spectra
are shown in Fig. 2 obtained from reference samples of egg yolk
and a mixture of egg yolk and lead white both naturally aged in the

le from L’aparició de la Mare de Déu a Sant Francesc a la Porciúncula. (1) Superficial
und layer. (c) SEM-EDS spectra, 25 kV and 1 nA, corresponding to (I) reference egg
to egg yolk. (d) Optical image of the material from layers 3 and 4 spread over the
rresponding to (I) layer 2, (II/III) from different points on layer 3 and (IV) layer 4.
tterns from cerussite and hydrocerussite, 13-0131 and 70-2052, respectively) and
palmitate are obtained from Ref. [31]). Layer 2 shows the IR bands corresponding

ddellite, corresponding to the ground layer (JCPDF patterns 74-1905 and 75-1314,
r is referred to the web version of the article.)
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aboratory. �-SR-FTIR spectra of the different components, proteins,
ipids and carboxylates, are obtained thanks to the high focus-
ng capability and brilliance of the synchrotron beam. In Table 1
avenumbers of the characteristic bands of egg yolk and lead

arboxylates are shown. Fig. 3 shows a comparison between the �-
R-FTIR corresponding to the proteins component separated from
he naturally aged egg yolk and from a paint sample. When the dif-
erent parts of a layer of paint from an original sample are focused
n, besides to determine carboxylates, areas where mostly proteins
re found are also isolated. A shoulder at about 1740 cm−1 which
s related to the lipids is always found coexisting with the pro-
eins. The simultaneous presence of proteins and lipids combined

ith the presence of phosphorous (determined by SEM-EDX) points

oward the use of egg yolk. Conversely, the presence of lipids and
bsence of proteins indicates the use of a drying oil.

ig. 5. At the bottom and in grey the �-SR-FTIR spectrum obtained from a mixture
f egg yolk and gypsum naturally aged for 8 years. (a) �-SR-FTIR spectra and (b) �-
R-XRD patterns corresponding to (I) contact area between ground layer (gypsum
nd animal glue) and red layer (cinnabar and egg yolk) from the altarpiece Sant
icenç de Menàrguens. (II) Adhesive applied between ground layer and silver foil
rom the altarpiece Sant Vicenç de Sarrià. JPDF files for cinnabar, AgCl, Ag2S, metal
ilver, calcium stearate and calcium palmitate are 80-2192, 85-1355, 71-0996, 4-
862, 5-0010, 5-0012, respectively. The rest of the reference files are the same as in
ig. 4. (For interpretation of the references to color in this figure legend, the reader
s referred to the web version of the article.)
79 (2009) 419–428 423

Five altarpieces were selected that cover both egg tempera and
oil techniques. Sant Vicenç de Menàrguens by Bernat Martorell, is
painted with egg tempera, Sant Vicenç de Sarrià and El Conestable
by Jaume Huguet, painted with egg tempera with the exception of
the green pigment which is mixed with a linseed oil, L’aparició de
la Mare de Déu a Sant Francesc a la Porciúncula by “Mestre de la Por-
ciúncula” painted with a mixed egg tempera and oil technique (oil
painting layer applied over an egg tempera layer, as shown in Fig. 4),
and, finally, Mare de Déu dels Consellers by Lluís Dalmau painted with
oil.

The paint samples are made up of a sequence of ground,
chromatic and surface alteration layers. For each of these layers
SEM-EDS and the corresponding �-SR-FTIR spectra and �-SR-XRD
pattern were obtained. Fig. 4 shows OM and SEM image of a
typical cross-section, an image of the material spread over the
diamond cell, and the corresponding �-SR-FTIR spectra and �-
SR-XRD pattern of a sample from a white area from L’aparició de
la Mare de Déu a Sant Francesc a la Porciúncula. The ground layer
(>500 �m thick) contains gypsum (CaSO4·2H2O), protein related to
animal glue and some calcium oxalates (calcium oxalate di-hydrate,
CaC2O4·2H2O, weddellite). The ochre paint layer (5–7 �m thick),
contains, lead white (mixture of hydrocerussite, 2·PbCO3·Pb(OH)2
and cerussite, PbCO3), a small amount of iron oxides (FeOOH
goethite) and some particles of yellow (lead stannate Pb2SnO4) and
as binding media egg yolk containing free fatty acids and lead car-
boxylates. The white paint layer (50 �m thick) contains, lead white,

with drying oil, free fatty acids and lead carboxylates. The finish-
ing layer (2–5 �m thick) contains some carbon pigment particles
(carbon black).

Fig. 6. Identification of lead carboxylates in oil paints. �-SR-FTIR spectra corre-
sponding to (a) yellow paint layer (lead tin oxide and drying oil) from the altarpiece
L’aparició de la Mare de Déu a Sant Francesc a la Porciúncula. (b) White paint layer
(lead white and drying oil) from the altarpiece La Mare de Déu dels Consellers. (c)
Blue paint layer (azurite, lead white and drying oil) from the altarpiece La Mare de
Déu dels Consellers. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of the article.)
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Fig. 7. Identification of lead carboxylates in egg yolk paints; the �-SR-FTIR spectra, at the left, and an enlargement of the 1160–1360 cm−1 region at the right, corresponding to
(a) lead carboxilates from a mixture of lead carbonate and egg yolk naturally aged for 8 years. (b) Black paint (carbon black, lead white and egg yolk). (c) Red paint (cinnabar,
l int (le
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ead white and egg yolk). (d) Yellow paint (lead tin oxide and egg yolk). (e) White pa
nd egg yolk). (b, c, e and f) Correspond to the altarpiece Sant Vicenç de Menàrguens a
n this figure legend, the reader is referred to the web version of the article.)

Although this information is extremely interesting, and is being
ublished elsewhere [22] in this paper we will concentrate on the

dentification of the reaction and degradation compounds formed
y the reaction of the metals from the painting materials and the
inders. However, the nature of the pigments is also very impor-
ant and a summary of the compounds identified in the paint
ayers is presented herewith. The sample selection (46 samples)
ncluded painting layers containing all the colors: green, blue, red,
ed lake, yellow and white. Different greens are identified, a syn-
hetic green following a recipe similar to viridi salso described
y Theophilus in De Diversis Artibus [4,5,24], and formed by a
omplex mixture of copper compounds such as hydrated copper
cetate and copper hydroxychlorides were used by Martorell and
uguet [4,5,24]. A synthetic green made of basic copper acetate
-hydrate was used by the other artists [22]. Two different blues
re identified, both of mineral origin, azurite, Cu3(CO3)2(OH)2,
nd lapis lazuli, a rock formed by a mixture of sodium alumi-
osilicates containing SO4

2− and S groups. This second pigment
as used only by Dalmau [22]. The reds are mainly made of

innabar, HgS, although iron oxides and minium, Pb3O4, are some-
imes used. Red lakes of natural origin were also used either alone
r mixed with white and/or with cinnabar. Two different yel-
ows are identified, lead stannates of type I and II, Pb2SnO4 and
b2(Sn,Si)2O6, respectively. Type II is used only by Martorell. In all

he altarpieces, a synthetic lead white, formed by a mixture of cerus-
ite and hydrocerussite, PbCO3 and 2PbCO3·Pb(OH)2, respectively,
s found.

This study is dedicated to the identification of the compounds
roduced by the reaction of the binding media and the other mate-
ad carbonate/lead basic carbonate and egg yolk). (f) Blue paint (azurite, lead white
) to the altarpiece Sant Vicenç de Sarrià. (For interpretation of the references to color

rials present in the paint layers, as well as in the environment; that
is the nature of the carboxylates and oxalates produced.

3.1. Identification of lead, calcium and copper carboxylates

The formation of free fatty acids in both drying oil and egg yolk
is confirmed. The �-SR-FTIR spectrum shows the C O stretching
band from a triglyceride ester linkage at about 1740 cm−1 and a car-
boxylic acid band related to the free fatty acids at about 1710 cm−1.
In the �-SR-FTIR spectra corresponding to the drying oil and the
egg yolk paint layers from the white sample from L’aparició de
la Mare de Déu a Sant Francesc a la Porciúncula shown in Fig. 4e
the bands appear at 1737 and 1710 cm−1 and 1733, 1706 cm−1.
Metal carboxylates are expected to form from the reaction of
these free fatty acids with the metals from the paint; for instance,
the �-SR-FTIR spectra, Fig. 4e, corresponding to the paint layers
show the presence of lead carboxylates formed from the reaction
between the free fatty acids with the lead white in both drying oil
and egg yolk. The important absorption band corresponding to C O
stretching is observed at about 1520 cm−1 for both drying oil and
egg yolk. Fig. 4f shows the XRD patterns corresponding to both the
white paint layer and ocher paint layer which contain lead white
mixed with oil and egg yolk, respectively. The XRD spot size of
30 �m in thickness is thicker than the ochre paint layer. Therefore,

the XRD measurement shown in Fig. 4f(II) includes part of the gyp-
sum ground layer below, but excludes the white paint layer from
above. The gypsum preparation layer is mixed with animal glue
in all the paint samples studied and carboxylates have not been
determined in the gypsum ground layer. The figure shows the pres-
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corresponds to CH2 bending absorption. Finally, a group of bands
related to vibrations from hydrocarbon chains of the fatty acids are
observed between 1350 and 1180 cm−1. These results indicate the
presence of lead stearates and palmitates [10,11,28–30] but also
some bands that have intermediate values. Moreover, the results
N. Salvadó et al. / Ta

nce of lead carboxylates in both the white paint layer and ochre
aint layer containing oil and egg yolk, respectively. However, the
arboxylates formed in the egg yolk are very crystalline and show
ll the reflections unlike the ones formed in the drying oil which
how broad peaks corresponding to the two main reflections.

Calcium carboxylates are determined by �-SR-FTIR but not
lways by �-SR-XRD, due to the lack crystalline order. The �-SR-
TIR spectra obtained from egg yolk mixed with calcium sulphate
nd aged 8 years in the laboratory and original 15th century
amples are shown in Fig. 5a. In all the cases IR bands charac-
eristic of a calcium carboxylate (2914, 2847, 1576, 1539, 1471,
20 cm−1) are obtained. The absorption bands appearing in the
egion 3000–2800 cm−1 are due to CH stretching vibrations from
ethylene and terminal methyl groups from fatty acids chains; the

oublet appearing around 1576 and 1540 cm−1 is related to COO−

symmetric stretching vibrations and the band at 720 cm−1 to CH2
ocking band related to fatty acids. These absorption bands are sim-
lar to the bands given in the literature for both calcium stearate and
almitate [25–27]. Fig. 5a(I) and b(I) shows respectively �-SR-FTIR
nd �-SR-XRD data corresponding to the contact region between a
ed paint layer, consisting of cinnabar and egg yolk, and the ground
ayer, formed by gypsum and protein related to animal glue from
he altarpiece Sant Vicenç de Menàrguens. Although the calcium car-
oxylates are clearly shown by FTIR, they are not detected by XRD.

n the silver areas of the altarpiece from Sant Vicenç de Sarrià, the

ilver foil was adhered to the ground (gypsum and small amount of
alcite, CaCO3) with egg yolk. Fig. 5a(II) and b(II) shows the corre-
ponding �-SR-FTIR and �-SR-XRD data from a silver sample from
his altarpiece; calcium carboxylates are determined, but in this

ig. 8. �-SR-XRD patterns from (a) yellow and (b) green paints from the altarpiece
ant Vicenç de Sarrià. The yellow paint is lead stannate (Pb2SnO4, JPDF file 29-0589)
ixed with egg yolk. The green paint is made of a mixture of green (copper based

igment veride salsum) mixed with oil and yellow mixed with egg yolk. We can
ee that the green copper pigment is dissolved/decomposed into the binders, and
nly small traces of copper acetate hydrate (marked with an arrow) and Cu2(OH)Cl3,
tacamite (marked with a thin line) may be identified. Broad diffraction peaks corre-
ponding to the formation of copper oxalate hydrate (JCPDF file 48-1054) are clearly
een. The presence of some small amounts of cassiterite (SnO2, JPDF file 77-0448)
ay be related to either the synthesis or to the degradation of the lead stannate.

he presence of gypsum from the ground layer and weddellite is also shown in both
aint layers. Same JCPDF files as in Fig. 4. (For interpretation of the references to
olor in this figure legend, the reader is referred to the web version of the article.)
79 (2009) 419–428 425

case, by both �-SR-FTIR and �-SR-XRD. The large amount of egg
yolk used to adhere the silver foil, could favour the crystallisation
of the calcium carboxylates. The XRD-peak positions determined
correspond neither to calcium stearate nor to calcium palmitate,
but show intermediate values. These results indicate that calcium
carboxylates are formed by the reaction of the fatty acids with
the calcium from the ground layer. Neither the cinnabar (HgS) nor
the silver atmospheric corrosion compounds (silver sulphides and
chlorides) produces other metal carboxylates.

If lead is present in the painting layers, either in the form of
lead white, PbCO3/2PbCO3·Pb(OH)2, or yellow, either Pb2SnO4 or
Pb(Si,Sn)O3, lead carboxylates are always formed. �-SR-FTIR data
corresponding to lead containing painting layers mixed with both
drying oil and egg yolk are shown in Figs. 6 and 7, respectively.
The lead carboxylates are particularly difficult to isolate in the oil
paints. Fig. 6 shows a single band at about 1520 cm−1 and Fig. 7
shows a doublet at about 1540 and 1513 cm−1, these bands are
related to a COO− asymmetric stretching vibration. The band at 1407
and 1419 cm−1, Figs. 6 and 7, respectively, corresponds to a COO−

symmetric stretching vibration. The doublet at 1472 and 1462 cm−1
Fig. 9. �-SR-XRD patterns from lead white (hydrocerussite/cerussite) mixed with
either (a) egg yolk and (b) linseed oil naturally aged for 8 and 10 years, respectively.
The formation of plumbonacrite (3·[2·PbCO3·Pb(OH)2]·PbO, JPDF file19-0680) and
the crystallisation of a lead carboxylate are shown. Same reference patterns as in
Fig. 4.
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ndicate that the crystallinity of the lead carboxylates is higher in
he egg yolk than in the oil. Lead carboxylates are also determined in
ll the yellow paints studied, but they are more crystalline in the yel-
ow paints mixed with egg yolk; Fig. 8a shows a yellow paint layer
79 (2009) 419–428

from the altarpiece Sant Vicenç de Sarrià. However, tin carboxylates
are not determined in any case either by �-SR-FTIR or �-SR-XRD.
In all the cases where the lead carboxylates are well crystallised
(mixed with egg yolk) the XRD peak positions measured correspond
neither to lead palmitate nor to lead stearate, but show intermedi-
ate values [31]. The XRD patterns from 8 years old linseed oil and egg
yolk mixed with lead white are shown in Fig. 9. A well crystallised
lead carboxylate with intermediate peak positions similarly to the
ones determined in the ancient paintings is also formed in the egg
yolk. The crystallinity of the lead carboxylates is also higher in the
egg yolk than in the linseed oil in good agreement with the results
obtained in the study of the ancient paintings. All these results sug-
gest the formation of mixed lead carboxylates from the reaction of
the egg yolk with the lead of the pigment in good agreement with
the FTIR and XRD data corresponding to the lead carboxylates and
also the results obtained for the calcium carboxylates.

The presence of plumbonacrite, 3[2PbCO3·Pb(OH)2]·PbO,
formed by the degradation of hydrocerussite has been found in
the aged oil and egg yolk mixed with lead white and is shown in
Fig. 9, and also in some ancient lead white containing paint layers.
Its presence suggests that the lead carboxylates may form from
the reaction of the PbO with the free fatty acids. In the case of the
yellow paints high resolution XRD has revealed the presence of
SnO2 and of PbO either from the decomposition or the synthesis
of the yellow pigment. The reaction of these compounds with
the fatty acids could lead to the formation of the corresponding
carboxylates. However, although lead carboxylates are always
formed, tin carboxylates have not been determined by either
�-SR-XRD or �-SR-FTIR.

When a green copper based pigment is present, made either
of copper acetates or basic copper chlorides, the formation of
copper carboxylates is preferred even if lead based pigments are
also present. These carboxylates have already been identified by
�-SR-FTIR in previous studies [4]; bands corresponding to both
COO− asymmetric and symmetric stretching appearing at about
1585 and 1411 cm−1, respectively, and a CH2 deformation vibration
band appearing at 1470 cm−1. However, the copper carboxylates
are not crystalline, the corresponding XRD pattern show a large
background but no crystalline carboxylates. Fig. 8b shows the cor-
responding XRD pattern of a green paint layer from the altarpiece
Sant Vicenç de Sarrià. Due to the bluish color shown by the copper
acetates, the green pigment is normally mixed with yellow. In Fig. 8
the XRD patterns obtained from the green (containing yellow) and
the yellow paint layers from the altarpiece Sant Vicenç de Sarrià are
compared. In the yellow paint, well crystallised lead carboxylates
are determined, however in the green, an amorphous background
and the presence of well crystallised copper oxalate hydrated is
determined instead.

Copper acetate hydrate has the structure of a carboxylate and
when mixed with the binders it partially decomposes and trans-
forms. Some of the IR bands are lost and some split into two at

the same time the diffraction patterns become more amorphous,
although some big crystallites can survive. These transformations
are somehow related to the formation of copper carboxylates and
also of copper oxalates.

Fig. 10. Identification of oxalate salts in the paint layers. �-SR-FT-IR spectra corre-
sponding to (a) calcium oxalates in (I) ground layer and (II) superficial layer from the
altarpiece Sant Vicenç de Menàrguens and (III) superficial layer from the altarpiece El
Conestable. (b) Lead oxalates in yellow paints from the altarpiece (I) L’aparició de la
Mare de Déu a Sant Francesc a la Porciúncula and (II) La Mare de Déu dels Consellers.
(c) Copper oxalates in green paints from the altarpiece (I) El Conestable, (II) L’aparició
de la Mare de Déu a Sant Francesc a la Porciúncula and (III) Sant Vicenç de Sarrià. (For
interpretation of the references to color in this figure legend, the reader is referred
to the web version of the article.)
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The formation of copper carboxylates in the blue copper con-
aining pigment azurite, Cu3(CO3)2(OH)2, is very limited. On the
ne hand because in most of the cases the azurite is mixed with lead
hite either with egg yolk or oil and then, the lead carboxylates are
referably formed. On the other hand, when azurite is not mixed
ith lead white the binder used is the animal glue and therefore

arboxylates cannot form.

.2. Identification of lead, calcium and copper oxalates

The formation of calcium oxalates has been proved to happen
ainly close to the surface of the paint, and in particular when

ld varnishes are present (Fig. 10a(II) and (III)). However, they have
lso been observed in the paint layers and in the ground layer
Fig. 10a(I)) [5]. The infrared absorption bands related to calcium
xalate are seen; both COO asymmetric and symmetric stretching
ands at 1643 and 1322 cm−1, respectively. XRD data shows also
he presence of calcium oxalate dihydrate, CaC2O4·2H2O, weddel-
ite (as shown in Figs. 4f, 5b and 8), and, in few cases, whewellite,
alcium oxalate monohydrate, CaC2O4·H2O has been determined.
he calcium oxalates formed in the surface layers are related to the
tmospheric exposure of old varnishes and their reaction with the
alcium from the gypsum deposited from the environment. The
resence of cracks on the surface of the paint favours the pene-
ration of the varnishes and gypsum inside the paint layers and
he development of calcium oxalates. Finally, in the ground layer,
ypsum is mixed with animal glue, both materials are hygroscopic
nd again calcium oxalates appear to be the main degradation
roduct.

Apart from the calcium oxalates, in the paint layers of both,
gg tempera and oil paintings, copper and lead oxalates have also
een determined. Lead oxalates are determined in the yellow and
inium-red (Pb3O4) paint layers, copper oxalates in the green

opper paint layers, see Fig. 8b, and also in some copper con-
aining blue paint layers. The �-SR-FTIR spectra corresponding to
he lead and copper oxalates identified in the painting layers are
hown in Fig. 10b and c, respectively. For the lead oxalate a doublet
bout 1311 and 1290 cm−1 is related to COO symmetric stretch-
ng band and the OCO deformation vibration bands at 781 and
73 cm−1 as shown in Fig. 10b. These bands are coincident with
TIR spectrum from lead oxalate synthesized in our laboratory. For
he copper oxalates, Fig. 10c shows the infrared absorption bands
orresponding to COO asymmetric stretching at about 1650 cm−1,
OO symmetric stretching at about 1362 and 1320 cm−1 and the
CO deformation vibration band at 820 cm−1 [32,33]. The oxalates
re crystalline and may be determined by �-SR-XRD. However, they
how broad diffracting peaks and a reduced number of reflections
hat may overlap with the diffracting peaks corresponding to other
ompounds.

. Conclusion

The formation of calcium, lead and copper carboxylates in
il and egg yolk tempera from 15th century paintings has
een demonstrated. These substances are part of the expected
volution and reactivity of the materials in the paintings. The non-
estructiveness, high brilliance and small footprint of synchrotron
adiation and the combination of �-SR-FTIR and �-SR-XRD tech-
iques have demonstrated to be particularly powerful for the study.

opper carboxylates are formed in copper based green paint layers,

ead carboxylates in all lead containing paints and calcium carboxy-
ates only when both, copper and lead are absent. The lead and
alcium carboxylates formed are more crystalline with the egg yolk
han with the drying oil.

[

[

[
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The same metals, calcium, lead and copper also produce
oxalates. Calcium oxalates are widespread on the surface, in the
paint and ground layers. Their presence may be related to the degra-
dation of the organic matter and reaction with the calcium from the
environment or ground layer. Lead oxalates are formed in the yel-
low paints and copper oxalates in the green paints and, to a lesser
extent, in the copper blue paint layers; they are also crystalline.
The possible connection between their development and the for-
mation of the corresponding carboxylates is still not clear. What is
demonstrated is that calcium, copper and lead are the most reac-
tive elements of the paint layers, forming both carboxylates and
oxalates. The location, type and amount of carboxylates formed are
consequence of the natural drying out of the paint. However, if a link
between the formation of carboxylates and of oxalates is demon-
strated, it may be one of the mechanisms of degradation that affects
the paint preservation.
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a b s t r a c t

A new and fast hollow fiber based liquid phase microextraction (HF-LPME) method using volatile
organic solvents coupled with high-performance liquid chromatography (HPLC) was developed for deter-
mination of aromatic amines in the environmental water samples. Analytes including 3-nitroaniline,
3-chloroaniline and 4-bromoaniline were extracted from 6 mL basic aqueous sample solution (donor
phase, NaOH 1 mol L−1) into the thin film of organic solvent that surrounded and impregnated the pores
of the polypropylene hollow fiber wall (toluene, 20 �L), then back-extracted into the 6 �L acidified aque-
ous solution (acceptor phase, HCl 0.5 mol L−1) in the lumen of the two-end sealed hollow fiber. After
the extraction, 5 �L of the acceptor phase was withdrawn into the syringe and injected directly into the
HPLC system for the analysis. The parameters influencing the extraction efficiency including the kind of
organic solvent and its volume, composition of donor and acceptor phases and the volume ratio between
them, extraction time, stirring rate, salt addition and the effect of the analyte complexation with 18-
crown-6 ether were investigated and optimized. Under the optimal conditions (donor phase: 6 mL of

1 mol L−1 NaOH with 10% NaCl; organic phase: 20 �L of toluene; acceptor phase: 6 �L of 0.5 mol L−1 HCl
and 600 m mol L−1 18-crown-6 ether; pre-extraction and back-extraction times: 75 s and 10 min, respec-
tively; stirring rate: 800 rpm), the obtained EFs were between 259 and 674, dynamic linear ranges were
0.1–1000 �g L−1 (R > 0.9991), and also the limits of detection were in the range of 0.01–0.1 �g L−1. The pro-
posed procedure worked very well for real environmental water samples with microgram per liter level
of the analytes, and good relative recoveries (91–102%) were obtained for the spiked sample solutions.
. Introduction

Aromatic amines such as aniline and other substituted deriva-
ives are widely used in industry and may be released from the

anufactures of medicine, cosmetic, dyestuff and as by products
f energy technologies [1,2]. Generally, this class of compounds
s considered hazardous to the human health and implicated in
nducing cancer of the bladder [3,4], because they can be read-
ly converted to carcinogenic n-nitroamines through the reactions
ith nitrosylating agents in the environment [5,6]. These com-
ounds can enter into the environment and experience complex
nvironmental transformations at trace level. Therefore with the
rowing use of these compounds in the different industries, mon-

∗ Corresponding author. Tel.: +98 511 8797022; fax: +98 511 8796416.
E-mail address: asyazdi@ferdowsi.um.ac.ir (A. Sarafraz-Yazdi).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.04.015
© 2009 Elsevier B.V. All rights reserved.

itoring of their levels in environmental waters is very important
for the protection of health and the environment. Thus, it is impor-
tant to develop a simple, rapid and sensitive analytical method for
the determination of these compounds in the environmental water
samples.

Two of the most conventionally used sample preparations, pre-
concentration and clean-up methods are solid phase extraction
(SPE) [7,8] and liquid–liquid extraction (LLE) [9], which are used
prior to gas chromatography (GC), high-performance liquid chro-
matography (HPLC) and capillary electrophoresis (CE) [7]. However,
the main drawback of SPE or LLE is that they are time- and labour-
intensive procedures and require large amount of high purity
organic solvents, which are expensive, toxic and considered as envi-

ronmental pollutants [10]. Moreover, both techniques require the
evaporation of solvent to dryness and the reconstitution of the dry
residue in a suitable solvent for the HPLC and CE. One noticeable
trend in the development of sample preparation techniques has
been miniaturization. In recent years, miniaturized techniques such
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s: solid phase microextraction (SPME) [11], supported liquid mem-
rane (SLM) extraction [12,13] and liquid phase microextraction
LPME) [14] have been reported as alternatives to the conventional
nes.

In 1990, Arthur and Pawliszyn introduced SPME [15] as a solvent-
ree extraction method, which has been used for the analysis of
olatile and semi-volatile analytes [16]. But this method has some
isadvantages like; SPME fibers are still comparatively expensive
nd have a limited lifetime which tends to degrade with increased
sages. On the other hand, the coatings currently available for SPME
re either nonpolar or slightly polar; hence, SPME cannot be satis-
actorily used for highly polar analytes. Furthermore, when SPME
s coupled to HPLC, a special SPME–HPLC interface device has to be
sed for the solvent desorption.

By using the LLE at the miniaturized scale, i.e. liquid phase
icroextraction [17–19], the disadvantages of SPME can be over-

ome. In this method, the extracted analytes in the acceptor phase
re injected directly in to the analytical instruments and the prob-
ems in SPME are omitted here. LPME is not an exhaustive extraction
rocedure, and only a small fraction of the analytes is extracted. It
an be classified into two-phase and three-phase microextraction
ethods.
In the two-phase LPME, the analytes are extracted from an aque-

us sample matrix into a microdrop organic solvent as an acceptor
hase, which is suspended on the needle tip of a microsyringe

mmersed in the stirred aqueous sample solution [20]. Acceptor
hase may also be contained inside the lumen of a hollow fiber
nd immobilized inside the wall pores of the hollow fiber [21,22].
fter extraction, the acceptor phase is directly introduced to gas
hromatography or high-performance liquid chromatography for
urther analysis.

In three-phase LPME, the ionizable analytes are first extracted
rom an aqueous sample matrix into an organic solvent and then
ack-extracted into an aqueous acceptor phase. The organic phase

n this method is a thin layer of organic solvent which is held
etween two aqueous solutions [23] or inside the wall pores of a
olypropylene hollow fiber [14,24,25]. Analytical techniques such
s HPLC and CE are used for the analysis of the aqueous acceptor
hase in this procedure.

In our present study, a new microextraction technique using
microporous membrane and volatile organic solvent was devel-
ped. The microporous hydrophobic hollow fiber membrane is used
o separate the aqueous donor sample solution and aqueous accep-
or phase. In the conventional hollow fiber microextraction method,
se of volatile organic solvent with low viscosity which leads to
he high extraction efficiency is impracticable. Because, the solvent
annot remain in the pores of the hollow fiber for more than a few
econds due to the high volatility. Therefore, throughout the trans-
er of the fiber from organic solvent into donor sample solution,
aporization of organic solvent will occur leaving nearly nothing
nside the pores. In addition to be non-volatile, the organic solvent

hich is used in hollow fiber based liquid phase microextraction
HF-LPME) should be easily immobilized in the pores of the hol-
ow fiber and immiscible with water because it serves as a barrier
etween two aqueous donor and acceptor phases. Based on these
arameters, the numbers of used organic solvent in HF-LPME is

imited to the high viscose solvent which has low solubility and
olatility. But in our work, we used a new modification of HF-LPME
ethod which allows us to use of the organic solvents with a wide

ange of viscosity and volatility values.
In this method, first a low amount of volatile organic solvent is
dded to the top of the aqueous donor phase as a spot and then the
ixture is stirred for a short time to extract the analytes. The fiber
hich is closed from both ends is placed in the center of this organic

pot. This two-end sealed hollow fiber contains aqueous acceptor
hase inside the lumen. Then, the solution is stirred again and the
ta 79 (2009) 472–478 473

analytes are back-extracted from organic solvent into the aqueous
acceptor phase very quickly. This modification has three important
advantages over the conventional ones. Firstly, the extraction equi-
librium is very fast. Because, one of the parameters which influences
the mass transfer is the viscosity of the organic solvent, thus, by
reducing the viscosity of the solvent the mass transfer is increased.
Therefore, by the use of the organic solvent with low viscosity and
also the free movement of the fiber, the mass transfer process will
be contributed. Secondly, in this work the volatile organic solvents
can be used and we have no limitation for selection of the organic
solvent. Thirdly, the extraction efficiency is very high at a specific
extraction time in comparison with conventional HF-LPME method.

2. Experimental

2.1. Standards and reagents

Analytical reagents grade methanol, benzene, toluene, o-xylene,
n-heptane, hydrochloric acid and also 3-chloroaniline (3-CA), 4-
bromoaniline (4-BA) and sodium chloride were supplied by Merck
(Darmstadt, Germany). 3-Nitroaniline (3-NA, analytica standard)
and 18-crown-6 ether (C12H24O6) were obtained from Riedel de
Haën (Steinheim, Germany). 1-Octanol was purchased from Fluka
(Buchs, Switzerland). These compounds were all HPLC-grade and
were used without further purification. Sodium hydroxide was from
Farabi (Tehran, Iran).

A stock solution of 100 �g mL−1 of each analyte was prepared
in methanol and stored at 4 ◦C. Standard sample solutions which
contain the three target compounds were provided daily at different
concentrations by diluting the stock standard solutions with triple-
distilled water. The used water was purified on a Milli-Q ultra-pure
water purification system (Millipore, Bedford, MA, USA).

The Q 3/2 Accurel PP polypropylene microporous hollow fiber
membrane (200 �m wall thickness, 600 �m inner diameter, 0.2 �m
pore size, and 75% porosity) was obtained from Membrana (Wup-
pertal, Germany).

2.2. Instrumentation

The HPLC system consisted of a Waters 600 E (Millipore Co. Mil-
ford, MA, USA), LC-600 pump, C1 Cheminert injector valve equipped
with a 20 �L sample loop (Switzerland), a Waters 486 tune-able
UV-VIS detector and a Waters 746 integrator. A C8 (125 mm length,
4.0 mm diameter, 5 �m particle size) column was used for sepa-
ration. This column was packed in our laboratory with a KNAUER
packing system including a KNAUER pneumatic HPLC pump (Ger-
many) using packing material (Eurospher 100, C8). The degassed
mobile phase was a mixture of methanol–pure water optimized on
(40:60, v/v). The mobile phase flow-rate was 1 mL min−1 and the
UV detection wavelength was set at 240 nm. The column was used
at ambient temperature (22±0.5 ◦C).

2.3. Preparation of the hollow fiber

The hollow fiber was cut into segments with a length of 2.5 cm.
The approximate internal volumes of these segments were ∼6 �L.
The hollow fiber segments were sonicated for 5 min in HPLC-grade
acetone to remove any contaminants in the fiber. After sonication,
the fibers were removed from the acetone, and the solvent was
allowed to evaporate completely. These hollow fiber segments were
used for subsequent extractions. A 25 �L flat-cut HPLC microsy-

ringe (Hamilton, Reno, NV, USA) was used to introduce the aqueous
acceptor phase (HCl 0.5 mol L−1, pH 0.3) into the hollow fiber. It also
served as a sample introduction device for the HPLC. A 6 �L volume
of acceptor solution was withdrawn into the HPLC microsyringe
and the needle of the syringe was inserted into the hollow fiber
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ig. 1. Illustration of the microextraction apparatus for new HF-LPME: (a) 20 �L of o
y the two-end hollow fiber as a thin film.

egment. The acceptor solution was introduced carefully without
enetration into the wall of the hollow fiber; otherwise, it would
e lost during the extraction. Then, the two ends of the hollow fiber
egment were heat-sealed.

.4. Extraction procedure

The extraction was performed according to the following pro-
edure. Sample solution (6 mL, adjusted to pH 14 with NaOH) was
laced in a 25 mL beaker, along with a 7 mm×3 mm stirring bar. A
eating-magnetic stirrer (0–1200 rpm) was used to stir the extrac-
ion mixture. Organic solvent (20 �L, toluene) was added to the
ample solution by a 100 �L syringe (KNAUER, USA). Then the mix-
ure was agitated for 75 s at 1200 rpm. Thereafter, the mixture was
llowed to be quiescent for few seconds till the tiny droplets of
rganic solvent were gathered and a spot of organic solvent which
as enriched by the analytes was produced over the aqueous sam-
le solution. Afterwards, the two-end sealed hollow fiber which
as filled with the acceptor phase was placed in the center of this

pot for impregnation of its pores. At the same time, the magnetic
tirrer was switched on to start the extraction. By placing of the
ollow fiber in the organic spot, it was surrounded by a thin film of
rganic solvent which remained around the hollow fiber through-
ut the extraction process. An aluminum foil was used to cover the
eaker during the extraction procedure to prevent the evaporation
f the volatile organic solvent. The basic experimental apparatus
as shown in Fig. 1.

When the magnetic stirrer was switched on, the two-end sealed
ollow fiber can rotate around a symmetrical axis and intensify the
ass transfer process. After a prescribed time, the magnetic stirrer
as switched off and the hollow fiber was removed from the sample

olution. One end of the hollow fiber was cut carefully with a sharp
lade and the needle tip of the microsyringe was carefully inserted

nto the lumen. The acceptor solution in the hollow fiber lumen was
ithdrawn back into the syringe. Only 5 �L of acceptor solution was

njected into the HPLC system for separation and identification. The
sed fiber was discarded, and a fresh one was used for the next
xperiment.

. Results and discussion

.1. Basic principle

Liquid–liquid–liquid phase microextraction techniques involve
wo processes and three phases. Extraction from donor phase into
n organic phase and then back-extraction from organic phase into
n aqueous acceptor phase for an analyte (A) may be represented
y the equation:

P1 ↔ AO ↔ AP2
hen a hollow fiber is used for extraction the subscript P1 rep-
esents the aqueous donor phase, O represents the organic phase
hich is immobilized within the pores of the hollow fiber and P2

epresents the aqueous acceptor phase inside the lumen of the hol-
ow fiber.
c solvent as spot over the sample solution; (b) organic solvent which is surrounded

In such cases, the pH of the sample solution is adjusted to
make the analytes neutral and thus extractable into the organic
solvent. After reaching the equilibrium of phase separation, the
analytes which are mostly transferred into the organic phase are
back-extracted into the acceptor aqueous phase set to a pH at
which the analytes are charged. This back-extraction step intro-
duces extra selectivity since neutral compounds will preferably
stay in the organic phase. The theory of the method is well
defined by the others [24,26,27]. To have an appropriate analyte
pre-concentration, it is necessary to convert the analytes in the
acceptor phase by such reactions as protonation, complexation,
etc. to the species that have very slight affinity for the organic
phase [26]. It is also necessary to prevent the reverse extraction
from the acceptor phase to the donor phase. In the current study,
both protonation and complexation processes are applied to obtain
large enrichment factor and also to prevent the reverse extrac-
tion.

3.2. Optimization method

To obtain the optimal extraction efficiency, various parameters
that potentially affect sample extraction were studied which can be
discussed respectively.

3.2.1. Selection of organic solvent
In three liquid phase microextraction, the type of organic sol-

vent has an important role in the extraction efficiency and the
analyte pre-concentration. When the hollow fiber is used for the
extraction, there are several requirements for selection of organic
solvent. Firstly, it should be non-volatile to prevent solvent loss
during the extraction. Secondly, the appropriate organic solvent
should be easily immobilized in the hollow fiber and immiscible
with water because it serves as a barrier between two aqueous
donor and acceptor phases. Lastly, the solubility of analytes in
the organic solvent should be lower and higher than that of the
donor and acceptor phases, respectively. This causes to promote
analyte migration from the donor phase through the pores of the
hollow fiber finally to the acceptor phase. Based on the above
parameters, 1-octanol and di-n-hexyl ether are usually selected
as organic solvents for hollow fiber based liquid phase miroex-
traction. But other organic solvents such as: toluene, o-xylene,
benzene, etc. with low viscosity and high extraction efficiencies
are not selected as organic phases in conventional HF-LPME due to
their high volatilities and solvent loss during the extraction pro-
cess. In the present work, we used a new design of hollow fiber
microextraction which allowed us to use these volatile organic
solvents without considerable loss of them during the extraction
process.

Six organic solvents with different viscosities and volatilities
have been examined in this work. These extracting solvents were: 1-

octanol, toluene, benzene, o-xylene, ethyl benzene and n-heptane.
All of these solvents were easily immobilized in the pores of the
hollow fiber. As shown in Fig. 2, toluene has the highest analyte
enrichment among the others, and it was selected as the organic
solvent for further studies.
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fiber is a very important factor and influences the EFs, especially for
−1
ig. 2. The effect of organic solvent on the extraction efficiency; P1, 6 mL of pH 14
ater sample; O, 20 �L toluene; P2, 6 �L, HCl 0.5 mol L−1 receiving aqueous phase.

ime for the extraction is 75 s; for back-extraction, 10 min.

.2.2. Volume ratio of donor to acceptor phase
In the current work, the phase ratio of donor and acceptor phases

as changed in the range of 600:1 to 1000:1, by changing the
olume of the donor phase while the volume of acceptor phase
as kept constant at 6 �L. In LLLME, the enrichment factor can be

mproved by increasing the volume ratio of donor and acceptor
hases. Therefore, when the volume of acceptor phase was 6 �L,
he results indicate that the best extraction efficiency was obtained
hen 6 mL of donor phase was used (i.e. donor/acceptor ratio of

000:1). Hence, these were chosen as donor and acceptor phase
olumes.

.2.3. Volume of organic solvent
In the conventional HF-LPME method use of the volatile organic

olvents like toluene is impossible; because, before placing the hol-
ow fiber in the sample solution, the organic solvent is evaporated
rom the pores of the hollow fiber. In this work, a new modifica-
ion of hollow fiber microextraction using volatile organic solvents
as applied. Through this process, the impregnation of hollow fiber
ores should occur inside the extraction device above the sample
olution. Therefore, the solvent loss before and during the extrac-
ion procedure was highly minimized. Thus, the volume of the
rganic phase was too important due to the special design of extrac-
ion method and must be carefully optimized. The range of organic
olvent volume was between 100 and 10 �L. The results indicate
hat the best volume of the organic solvent was found to be 20 �L.
ower volumes of organic solvent tend to solvent loss during agita-
ion because of its high volatility, and higher volumes cause lower
nrichment factor. Consequently, a 20 �L volume of the organic
olvent was chosen for the subsequent extractions.

.2.4. Extraction time
Like the other techniques of microextraction, LLLME is a type

f equilibrium extraction. Maximum efficiency is obtained at the
quilibrium, and usually it takes too long and a further increase in
xtraction time does not affect the amount of the extracted ana-
ytes. Therefore, the extraction time is expected to be an important
actor in the extraction efficiency of the process. According to the
heoretical model of mass transfer for solvent microextraction [28],
ncrease of the stirring speed caused an increase in mass trans-
er coefficient. In this work, we used toluene (very low solubility
n water, 0.5 g L−1) as extractant. First, the stirring speed for agi-
ating the donor sample solution and organic phase was fixed at
200 rpm. Afterwards, the mixture was allowed to be quiescent for

ew seconds to gather the tiny drops of organic solvent on the sur-
ace of the sample solution. Therefore, a spot of organic solvent
hich was enriched by the analytes was produced (Fig. 1(a)). The

ange of extraction times investigated here was between 15 and
0 s. When 1200 rpm of stirring speed was applied, the changes of
ta 79 (2009) 472–478 475

HPLC signals became steady after 75 s, and the increase of signals
with elapsed extraction time was very slow. After extraction pro-
cess, the two-end sealed hollow fiber filled with aqueous acceptor
phase was placed inside the spot of organic solvent for impregna-
tion of its pores. By placing the two-end sealed hollow fiber in the
organic spot a thin film of enriched organic solvent surrounded the
hollow fiber (Fig. 1(b)) and the magnetic stirrer was switched on
simultaneously, to start the back-extraction procedure.

The back-extraction occurred from the enriched organic solvent
(toluene in the pores of hollow fiber) into the aqueous acceptor
phase (6 �l, HCl 0.5 mol L−1, inside the hollow fiber lumen), with
a large rate constant. It took only 10 min for the back-extraction to
attain equilibrium. The enrichment factor did not increase signifi-
cantly after 10 min. Thus, the equilibrium time of 10 min was chosen
for back-extraction.

3.2.5. Stirring rate
The effect of stirring speed on the extraction efficiency was

also examined. As described before, higher stirring speed causes
an increase in the mass transfer process and also the kinetic rates.
In the current work, the two-end sealed hollow fiber was laid above
the sample solution, inside the organic solvent spot and it can rotate
around a symmetrical axis when the magnetic stirrer was switched
on. The free movement of the fiber will contribute to the mass trans-
fer process. Therefore, the stirring speed was also optimized for
better extraction, while back-extraction was performed. The stir-
ring speed was in the range of 360–960 rpm. Agitation increased the
extraction efficiency but in very high speed (more than 800 rpm) a
vortex was created in sample solution and the fiber started rotating
rather than stirring and escaped from the symmetrical axis at the
surface of the sample solution due to centrifugal force and stuck
the wall of the beaker. Consequently, the stirring speed of 800 rpm
was selected.

3.2.6. The pH of donor and acceptor phases
The compositions of both donor and acceptor phases are very

important parameters which affect the extraction efficiency in
three liquid phase microextraction. The pH of the donor phase is
adjusted to deionize the analytes and the acceptor phase adjusted
to ionize them. The difference in pH between the donor and accep-
tor phases is one of the major parameters which can promote the
transfer of analytes from donor to acceptor phase. Hence, a series
of the experiments was carried out to find the optimal composi-
tions of the donor and acceptor phases. Since, the target compounds
are weak base with low pKa {3-NA (pKa = 2.47), 3-CA (pKa = 3.52),
4-BA (pKa = 4.02) [29,30]}, protonation is an important reaction. At
first, we investigated the donor phase, which was adjusted to deion-
ize aromatic amines by various concentrations (0.001–1 mol L−1) of
NaOH. The results, shown in Table 1 indicate that increase of NaOH
concentrations provides some but not significant enhancement of
the extraction efficiencies. The enrichment factors for 1 mol L−1

NaOH were better than the others, therefore, 1 mol L−1 NaOH was
used as donor media.

While the pH of donor sample solution was not a critical factor,
the extraction efficiency was more dependent on the pH of acceptor
solution. As shown in Table 1, the HCl concentrations were studied
in the range of 0.001–0.5 mol L−1. The higher concentration was
not used to avoid possible problems with the column and injector.
The results show that the pH of acceptor phase inside the hollow
3-NA which has the lowest pKa value. Finally, 0.5 mol L HCl was
used as acceptor phase because it provided highest EF for the target
compounds. After each injection, rinsing the HPLC injector with
pure water should be carried out to prevent possible acid erosion
of the stainless steel injector.
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Table 1
Effect of pH on enrichment factors.a.

Analytes 0.1 mol L−1 HCl as acceptor phaseb 1 mol L−1 NaOH as donor phasec

0.001 mol L−1 NaOH 0.01 mol L−1 NaOH 0.1 mol L−1 NaOH 1 mol L−1 NaOH 0.001 mol L−1 HCl 0.01 mol L−1 HCl 0.1 mol L−1 HCl 0.5 mol L−1 HCl

3-NA 28.5 32.9 38.9 5.7 6.2 10.8 45.7 129.6
3-CA 198.6 209.5 327.3 285.9 25.6 76.3 285.9 517.8
4-BA 322.5 329.8 373.6 428.6 41.3 128.3 428.6 603.9

a The concentration of analytes were 1 �g mL−1 and SD ≤10 for three replicates.
b The concentration of HCl in the acceptor phase is fixed, the concentration of NaOH in
c The concentration of NaOH in the donor phase is fixed, the concentration of HCl in ac

Fig. 3. The effect of salt added in the aqueous donor phase on the extraction effi-
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in the same organic solvent and extraction time.
iency for the aromatic amines; P1, 6 mL of pH 14 water sample solution containing
aCl in different concentrations; O, 20 �L toluene as a spot on the surface of the
onor phase; P2, 6 �L, HCl 0.5 mol L−1 receiving aqueous phase; extraction and
ack-extraction times: 75 s and 10 min.

.2.7. Addition of salt to the donor phase
Addition of a salt can often improve extraction efficiency when

he extraction methods are used. For this purpose, sodium chlo-
ide is normally used [31]. To evaluate the effect of salt in this
ork, NaCl was added into the donor sample solution and the

ffect was studied from 0% to saturation. The results indicate an
nitial increase in the enrichment factors with increasing salt con-
entration, along with a maximum being reached at 10%, followed
y a decrease in EFs with further increase in salt concentration to
aturation (Fig. 3). These results can be explained by two simul-
aneously occurring processes as described by Lord and Pawliszyn
32]. Initially, extraction efficiency was enhanced due to salting out
ffect, whereby water molecules form hydration spheres around the
onic salt molecules. These hydration spheres reduce the amount of
ater available to dissolve analyte molecules in water [33], thus, it

s expected that the target compounds will drive into the organic
olvent. On the other hand, with increase of salt concentration and
onic strength, salting in effect occurred. Whereby, polar molecules

ay participate in electrostatic interactions with the salt ions in
olution; therefore, the mass transfer is reduced. With salt addi-
ion, at first, the predominant process is the interaction of salt with
ater (salting out effect). With increasing salt concentration, salt
olecules start interacting with analytes (salting in effect). Thus, it

s reasonable that the initial improvement in extraction efficiencies

ith increasing salt concentration is followed by a decrease as con-

entration is increased further. According to the results in Fig. 3, the
ptimal concentration of NaCl in donor phase was 10% and selected
or the future studies.

Table 2
Comparison of new HF-LPME and conventional HF-LPME.

Analytes Conventional HF-LPME using 1-octanol N
Enrichment factor En

3-NA 52.3 ± 5.1
3-CA 69.5 ± 8.6 1
4-BA 83.3 ± 7.9 1
donor phase is varied.
ceptor phase is varied.

3.2.8. Addition of crown ether to the acceptor phase
As described before, to have an appropriate analyte pre-

concentration, it is necessary to convert the analytes in the acceptor
phase by such reactions as protonation or complexation to reduce
the affinity for the organic phase. In the current study, besides pro-
tonation, the influence of analyte complexation to obtain higher
extraction efficiency was investigated. Protonated aniline can form
complex with crown ether in solutions [34]. Crown ethers are het-
erocyclic chemical compounds that consist of a ring containing
several ether groups. The characteristic chemistry of the crown
ethers involves complexation of the ether oxygens with various
ionic species. This is termed “host–guest” chemistry, with the ether
as host and the ionic species as guest. Apart from its high affinity for
potassium cations, 18-crown-6 can also bind to protonated amines
[(–NH3

+) as guest] and form very stable complexes in both solutions
and the gas phases [35]. Therefore, the addition of 18-crown-6 ether
(soluble in water) in aqueous acceptor phase was used to study of
the effect of complexation on extraction efficiency. For this purpose,
18-crown-6 ether was added in 0.5 mol L−1 HCl solution as acceptor
phase and the concentration was varied from 100 to 600 mmol L−1.
The results indicate that no significant effect on extraction was
achieved at lower concentrations (100–300 mmol L−1). However,
increases were obtained at higher concentration of 18-crown-6
ether. Therefore, the concentration of 18-crown-6 ether in the
acceptor phase inside the hollow fiber lumen was 600 mmol L−1.

3.3. Comparison with the conventional HF-LLLME

New high-speed HF-LPME and conventional HF-LPME were per-
formed for comparison of their respective efficiencies. Identical
conditions for both procedures were used: donor phase— 6 mL of
1 mol L−1 NaOH consisting 1 �g mL−1 of each aromatic amines, 1-
octanol as organic solvent; acceptor phase—6 �L of 0.5 mol L−1 HCl
and 600 mmol L−1 18-crown-6 ether solution, stirring rate 800 rpm,
and extraction time 10 min. In conventional HF-LPME the organic
solvent is immobilized in the pores by immersing the hollow fiber
for 5 s in it but in new high-speed HF-LPME, 20 �L of 1-octanol is
placed at the surface of the sample solution as a spot. The hollow
fiber was then inserted in the center of this spot to impregnate the
pores. As shown in Table 2, higher enrichment factors were achieved
for our method (new HF-LPME) compared to conventional HF-LPME
Another comparison was performed between organic solvents
with different viscosities and volatilities by using our developed
method. For this purpose, 1-octanol (viscosity = 6.49) and toluene
(viscosity = 0.778) were selected as organic solvents. A 20 �L vol-

ew HF-LPME using 1-octanol New HF-LPME using toluene
richment factor Enrichment factor

98.9 ± 6.8 258.9 ± 5.9
04.3 ± 11.8 598.5 ± 11.5
19.2 ± 11.2 674.2 ± 10.8
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Table 3
Analytical performance of the proposed extraction procedure.

Analytes RSD% (n = 5) Correlation coefficient, r Linear range (�g L−1) Limit of detection, LOD (�g L−1) Enrichment factor, EF

3-NA 4.11 0.9991 1.0–1000 0.1 258.9 ± 5.9
3-CA 3.8 0.9994 0.5–1000 0.05 598.5 ± 11.5
4-BA 4.34 0.9996 0.1–1000 0.01 674.2 ± 10.8

Fig. 4. The chromatograms which were obtained after extraction of aromatic
amines: (a) conventional HF-LPME using 1-octanol as extractant; (b) new HF-LPME
using 1-octanol as extractant; (c) new HF-LPME using toluene as extractant. Peaks
identified as: (1) 3-nitroaniline, (2) 3-chloroaniline, (3) 4-bromoaniline.

Table 4
The relative recoveries of target compounds in real environmental water samples at
2.5 �g L−1 spiking level (n = 3).

Samples 3- NA 3-CA 4-BA

T
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Fig. 5. Chromatograms generated after new HF-LPME of a groundwater sample, (a)
6 mL groundwater, (b) 6 mL groundwater was spiked with 2.5 �g L−1 each analyte
under the optimal conditions. The pH of the water sample was adjusted to 14 using
1 mol L−1 NaOH and contained 10% NaCl. Organic phase was 20 �L of toluene which

T
C

M

P
H
H

ap water 99 ± 8 92 ± 11 91 ± 9
roundwater 96 ± 7 101 ± 9 94 ± 10
iver water 102 ± 6 98 ± 7 101 ± 8

me of each solvent was laid above the sample solution as a spot
nd impregnation of pores occurred as described before. Accord-
ng to the results in Table 2, the extraction by using toluene has
ery higher enrichment factors compared to the use of 1-octanol
s organic solvent. As expected from the theory, by decreasing the
iscosity of the organic solvent, the rate of mass transfer process
as been increased. These comparisons were also shown better in
ig. 4.
.4. Quantitative consideration

Under optimal extraction conditions, enrichment factors,
epeatability, the linearity, the limits of detection and relative recov-
ries were determined by utilizing standard solutions of three

able 5
omparison of figures of merit of the proposed method with conventional HF-LPME appl

ethod Organic solvent LOD (�g L−1) Linearity

roposed Toluene 0.01 0.1–100
F-LPME di-n-hexyl ether 0.05 0.5–500
F-LPME di-n-hexyl ether 1.5 5–200

a SD was not reported.
surrounded and impregnated the pores of the 2.5 cm hollow fiber segments; accep-
tor phase is 6 �L, HCl 0.5 mol L−1 containing 600 mmol L−1 of 18-crown-6 ether.
Time for the extraction is 75 s; for back-extraction is 10 min. Peaks identified as:
(1) 3-nitroaniline, (2) 3-chloroaniline, (3) 4-bromoaniline.

aromatic amines in water. The repeatability in peak areas was stud-
ied for five replicate experiments. The relative standard deviations
(RSDs) were lower than 4.34 for all the three analytes. By plot-
ting peak areas versus concentrations of analytes in the sample
solution, calibration curves were obtained which showed that cor-
relation coefficient (r), were all above 0.9991. The limits of detection
(LODs at S/N = 3) ranged from 0.01 to 0.1 �g L−1 and the aromatic
amines could be pre-concentrated up to 670-fold. Analytical data
are summarized in Table 3.

3.5. Real water analysis

Three real environmental water samples including tap water,
river water and groundwater were studied using the developed

method. Tap water was collected from Mashhad (Iran), river and
groundwater were collected from Kardeh, a village near Mashhad.
No target compounds could be detected in the sample, however.
Therefore, separate samples were spiked with 2.5 �g L−1 of each
aromatic amine. In Fig. 5, the chromatograms obtained after enrich-

ied for the analysis of 4-BA (proposed [14]) and 4-NA [25].

range (�g L−1) EF Time (min) Ref.

0 674±11 10 –
510±10 30 [14]
745± SDa 80 [25]



4 / Talan

i
e
m

p
a
o

p
o
w
a
o
L
t

4

t
w
p
s
f
t
t
t
s
r

A

o

[

[
[
[
[
[

[
[
[
[
[

[
[
[
[
[
[
[

78 A. Sarafraz-Yazdi et al.

ng of 6 mL of groundwater without and with spiking 2.5 �g L−1 of
ach aromatic amine were shown, respectively, using our proposed
ethod.
The relative recoveries which were defined as the ratios of the

eak areas of the analyses in real samples and the peak areas of
nalyses in pure distilled water sample spiked with same amount
f analytes are listed in Table 4.

Table 5 compares the figures of merit generated by the pro-
osed method and alternative HF-LPME method for the extraction
f aromatic amines like 4-bromoaniline and 4-nitroaniline from
ater samples. The linearity range of the proposed method shows
wider value in comparison with conventional HF-LPME. On the

ther hand, our proposed method has higher sensitivity (lower
OD) and higher enrichment factor along with a very low extraction
ime.

. Conclusion

In the present study, a new mode of liquid phase microextrac-
ion, using a microporous membrane and volatile organic solvent
as developed for the extraction of aromatic amines in water sam-
les. The extraction was carried out by the use of volatile organic
olvent which has low viscosity that leads to increase of mass trans-
er and extraction efficiency along with a decrease in extraction
ime. On the other hand, this method is very easy and simple and
he eluted analytes are directly determined with HPLC. Using this
echnique, the aromatic amines can be extracted from real water
amples quantitatively with a good linearity and reasonable relative
ecoveries.
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ugar determination via the homogeneous reduction of Au salts:
novel optical measurement
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a b s t r a c t

A novel optical assay for sugar determination based on the catalytic and biocatalytic growth of gold
nanoparticles (AuNPs) is presented. The reaction of carbohydrates with these Au salts in alkaline media
generates AuNPs at room temperature (RT) without the need for Au seeds in the solution or fibrous
ccepted 12 March 2009
vailable online 25 March 2009

eywords:
old nanoparticles
educing sugars

mesh. The optical properties of the resulting AuNPs relates to the total reducing sugar content of the
samples analyzed. The development of such inexpensive optical assay was evaluated qualitatively and
quantitatively on food beverages and honey samples. Its application can be of help to control the glucose
content of the diet or easily extended in a host of industrial, biomedical and clinical fields.

© 2009 Elsevier B.V. All rights reserved.
lucose
ood analysis

. Introduction

Metal nanoparticles of different compositions and dimensions
ave been used in recent years as versatile and sensitive tracers for
he electronic, optical, and microgravimetric transduction of dif-
erent biomolecular recognition events [1–3]. An elegant example,
s by Willner et al. who developed an amplified biocatalytic opti-
al assay in connection to enzymatically induced particle-growth
rocesses [4]. Such biocatalytic enlargement of gold nanoparti-
les (AuNPs) involved the reduction and deposition of a metal
nto a nanoparticle by an enzymatically generated reducing agent.
ecently, colorimetric detection processes, based on AuNPs growth,
ave been used for the sensing of antioxidants in food [5]. Such pro-
ocols rely on the quantitative formation of AuNPs by the intrinsic
educing power of the analyte in question.

Herein, we develop a novel colorimetric assay for the sensing of
ugars based on the growth of AuNPs from a solution containing
u salts. The reaction of carbohydrates with these Au salts in alka-

ine media generates AuNPs at room temperature (RT) without the
eed for Au seeds in the solution or fibrous mesh (see Scheme 1 of
ig. 1). The optical properties of the resulting AuNPs relates to the
otal reducing sugar content of the samples analyzed. The develop-
ent of such inexpensive assay can be of help to control the glucose
ontent of the diet, especially in diabetics, or easily extended in a
ost of industrial, biomedical and clinical fields.

∗ Corresponding author.
E-mail address: saverio.mannino@unimi.it (S. Mannino).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.033
2. Experimental

2.1. Apparatus, reagents and samples

Absorbance measurements were performed using a UV spec-
trophotometer (Cary V, Varian). Electrochemical measurements
were conducted using a CHI 1010. Electrochemical Analyzer (CH
Instruments, Austin, TX) with a three-electrode set-up. This con-
sisted of an Ag/AgCl (3 M) reference electrode, a platinum wire
counter-electrode and a glassy carbon electrode coated with a film
of copper. A mass of 0.2 mg cm−2 of copper was deposited on the
glassy carbon surface by electrodeposition, applying a fixed poten-
tial of −0.3 V in 5×10−2 M CuSO4 [6].

All chemicals were received from Aldrich and Sigma and used
without further purification. 1 g of honey samples was dissolved in
10 mL of distilled water. Enzyme suspension contained 4 mg mL−1

(5–7 U/mL) of invertase in distilled water.

2.2. Gold nanoparticles procedure

The AuNPs growth solution consisted of HAuCl4·3H2O
(1×10−3 M), CTAC (3.7×10−3 M), in NaOH 0.1 M, along with
different levels of sugars. The reaction was conducted at RT. The
absorbance spectra were recorded between 900 and 350 nm.
2.3. Invertase reaction

Invertase enzyme solution was added to increasing concentra-
tion of sucrose in acetate buffer 0.1 M, pH 4.6. After 30 min (in the
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ig. 1. Absorbance spectra of Au NPs formed in the presence of 0.3×10−4 M of (from
uffer composed of 3.7×10−3 M CTAC; 0.1 M NaOH; 1×10−3 M AuCl4− . Both sample
ddition of the AuCl4−). Also shown as inset the reaction scheme of gold nanopartic

ark), the reaction was stopped by adding NaOH to a final con-
entration of 0.1 M. The resulting solution was used in the gold
anoparticles assay.

. Results and discussion

Preliminary studies focused on understanding the growth of
uNPs in the presence of various sugars in alkaline media (NaOH,
.1 M). Fig. 1 details the resulting absorbance spectra obtained
hen different reducing sugars were added to solutions contain-

ng HAuCl4 and the CTAC surfactant. In the absence of any sugar no
bsorbance peaks are observed, however addition of sugar to the
olution, results in a characteristic sharp particle plasmon absorp-
ion band at 540 nm, indicative of AuNPs growth. Such generation
f AuNPs proceeds without addition of AuNPs seeds, at RT, and
nvolves the reduction of gold(III) to gold(0) by the reducing sugar.

It can be expected that the rate of growth and the optical
roperties of the AuNPs will depend significantly on the reducing
ower of the corresponding aldose or ketose used. Such correlation

s expected since the ability of these compounds to reduce Au(III)
eflect their tendency to donate electrons, and therefore to reduce
old ions. Fig. 1 shows that the absorbance maxima obtained at
40 nm is dependent on the variety of sugars introduced into
solution containing 1×10−3 M HAuCl4 and 3.7×10−3 M CTAC

urfactant. It can be clearly seen that absorbance decreases in
he order: galactose > glucose > fructose > maltose > sucrose. In
rder to prove that this trend is related to the reducing power
f the sugar, amperometric experiments of the different reduc-
ng sugars (1×10−3 M) at a fixed potential of +0.3 V were thus
een performed. The corresponding anodic current followed the
rend: fructose (65 �A cm−2) > galactose (32 �A cm−2) > glucose
20 �A cm−2) > maltose (7 �A cm−2) > sucrose (1 �A cm−2), in
greement with previous studies [7]. The reasons for this trend
an thus be related to the different availability of the free aldehyde
roup (see Scheme 1 of Fig. 1). This is also consistent with Fig. 1
here the absorbance of the AuNPs decreased in the same order

f sugars, with the exception of fructose which was found to be

ess prone to reduce gold ions in solution. Fructose produced
he highest current response but the lowest plasmon absorption
and among the monosaccharides analyzed. The discrepancy of
ructose can be explained easily. The homogeneous reaction of
ructose with gold ions occurs only after its conversion to glucose
o right) galactose, glucose, fructose, maltose and sucrose. Experimental conditions:
e been heated up to 50 ◦C during 4.5 min and then scanned (starting 5 min after the
owth from reducing sugars.

and mannose. This was confirmed in a control experiment, where
fructose (2×10−4 M) was left in alkaline media until completely
converted to the free aldehyde form, and then added to the gold
solution: the plasmon absorption band obtained was comparable
with the one obtained with an equivalent concentration of glucose
and gold. The fact that sucrose showed the minimum absorbance
and current is due to the unavailability of free aldehyde groups
limiting its reaction with the gold salt. As expected the growth
of AuNPs is pH limited was only observed in alkaline media
(NaOH, 0.1 M), where transformation, of the non-reducible cyclic
hemiacetal form of the sugar to the aldehyde form is favored.
Next the analytical capabilities of using this reaction process to
determine sugar concentrations in homogeneous solutions were
analyzed.

The analytical capabilities of the detection methodology will
depend on relevant reaction conditions, like concentration of the
gold salt and CTAC components (affecting the stability and growth
of AuNPs) and pH. All these factors were optimized using a lin-
ear multivariate analysis where the absorption peak generated by
glucose (3×10−4 M) was the output to maximize. Results of this
variance analysis revealed that all of the components are essential
to stimulate growth of the AuNPs. The most favorable NPs spectral
plasmon changes corresponded to AuCl4− and CTAC concentrations,
of 1×10−3 M and 3.7×10−3 M respectively, consistent with previ-
ous studies [6].

As the interaction of the sugar with Au salts is a chemical reaction
it will have a defined rate constant, and it can be predicted that the
quantity of AuNPs and hence analytical signal will increase with
time. This would have beneficial effects when examining media
with low sugar concentrations, as longer reaction times will pro-
duce lower limits of detection. This was observed performing the
assay at a reaction time of 1 and 5 min, with different solutions of
glucose in the concentration range up to 3×10−4 M. As expected,
the limit of detection lower from 4.02×10−5 M to 2.45×10−5 M,
with the limit of detection calculated by the propagation of error
approach [7]. Also, longer reaction times affected the sensitivity
and the coefficient of determination (linearity) of the assay. This is

shown in Fig. 2a where the variation in sensitivity and the coeffi-
cient of determination is displayed vs. time. The results indicate that
the longer the time of reaction the more sensible is the assay. This
can be caused by the larger amount of particles produced in solu-
tion. Anyway, the growing of AuNPs is not linear over time, since
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Fig. 2. (A) Effect of the reaction time on the sensitivity and coefficient of determina-
tion. Experimental: each point is pointed out from the regression analysis performed
on five glucose solutions (from 0 to 3×10−4 M) at RT. (B) Effect of the reaction tem-
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Fig. 3. Effect of different pretreatment strategies. Experimental conditions: buffer
−4

discussed above.
erature on two regression analysis, performed on glucose solutions at RT and at
0 ◦C, after 5 min of reaction time. Other conditions as in Fig. 1.

he aggregation of AuNPs to form clusters can become significant
nd difficult to foresee.

To facilitate more rapid analysis time without affecting the assay
inearity, the effect of temperature on the analytical signal was next
nvestigated. It can be foreseen that the homogeneous reaction of
he sugar with the gold salts would increase with elevated temper-
ture. This is summarized in Fig. 2(b) where the calibration plot of
he reaction of glucose with gold is shown. With a reaction time of
min, the slope of the calibration plot triples as the temperature

ose from RT to 50 ◦C (0.7 u.a./mM and 2.4 u.a./mM, respectively).
he rise in temperature can affect the limit of detection as well, this
owered at 9.7×10−6 M. It can be envisaged however that sampling
t elevated temperatures is difficult and the method by which the
ample is treated prior to recording may have an effect on the ana-
ytical signal. This was evident by leaving glucose solutions (up to
×10−4 M) at 50 ◦C for 30 and 60 min. In this case, the relationship
etween sugar concentration and absorbance loses its linearity at
oncentration higher than 1×10−4 M. The nature of this effect can

e partially related to the faster consumption of the gold salt in
olution. Furthermore, at higher temperature for longer period of
ime, other components of the buffer (CTAC) can contribute to the
rowth of AuNPs.
composed as in Fig. 1. Samples of 1.5×10 M of glucose have been (A) heated up
to 50 ◦C during 4.5 min and then cooled in ice bath; (B) heated up to 50 ◦C during
4.5 min and then cooled at 23 ◦C; (C) heated up to 50 ◦C during 4.5 min and then
directly measured; (D) reaction at 23 ◦C.

Fig. 3 examines these issues, as it shows the sensitivity change
for four different pretreatment strategies of the sample. In particu-
lar, glucose and gold ions were allowed to react (1) at 50 ◦C (4.5 min)
and then cooled in ice bath; (2) at 50 ◦C (4.5 min) and then cooled
at RT; (3) at 50 ◦C (4.5 min) and then measured; (4) at 23 ◦C and
measured. Fig. 3 confirms how heating the reaction enhances ana-
lytical signal but it also shows that there is little deviation in the
sensitivity when using the various heating/cooling strategies. Also,
the more steps involved during the (1–3) experiments result in a
higher variance of the assay than the (4) experiment, as highlighted
by the error bars.

The effect of the reducing sugar on the hydrodynamic radius (Hr)
of the AuNPs was next monitored using dynamic light scattering. It
was found that the scattering intensity of gold nanoparticles solu-
tions varied linearly with the concentration of glucose, indicating
the presence of more AuNPs in the solution, however the Hr of the
AuNPs was found to be independent of glucose concentrations and
was 30±5 nm. Furthermore, the radius was virtually independent
of the reducing sugar used with average Hr of 35±10 nm found
when using glucose, fructose and galactose. This is consistent with
the strength of CTAC capping agent being dominant force on the
ultimate size of the AuNPs.

As mentioned above the scattering intensity of the AuNPs varied
linearly with the sugar concentration in solution, therefore it would
be expected that the absorbance maxima at 540 nm would follow
the same trend. Fig. 4 shows how the AuNPs absorbance maxima
enhances as a linear function of the glucose concentration, after
5 min of reaction (y = 0.2360 ◦C (u.a./mM), R2 = 0.999). Specifically it
displays the absorbance spectra of the AuNPs in the presence of vari-
able concentrations of glucose (up to 1×10−3 M). It can be clearly
seen that the peak wavelength is independent of glucose concen-
tration and hence the particle size is concentration independent as
This protocol can be easily extended for the sensing of disac-
charides through the incorporation of enzymes into the sampling
procedure. In this case, the disaccharide is enzymatically converted
to the corresponding monosaccharide in acetate buffer (see inset
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ig. 4. Absorbance spectra for gold nanoparticles formed in the presence of differ-
nt concentrations of glucose (0, 0.15, 0.5, 1, 2, and 3×10−4 M) after 5 min treatment
t 50 ◦C. Also shown (inset) the corresponding calibration plots. Dotted line corre-
ponds to the blank.

f Fig. 5). After addition of NaOH the enzymatic reaction stops, and
he growth of gold nanoparticles proceeds. In the absence of inver-
ase no analytical signal is observed, however in its presence, an
bsorbance wave is observed which increases with sucrose con-
entration. Fig. 5 shows the response of increasing concentrations
f sucrose before and after its reaction with invertase.
The analytical utility of the homogeneous generation AuNPs
y reducing sugars was evaluated qualitatively and quantitatively.
ig. 6 shows the qualitative sensorial assay performed on com-
ercial food beverages. In detail, 20 honeys samples, 15 Coca-Cola

ig. 5. Absorbance spectra for gold nanoparticles formed in the presence of different
oncentrations of sucrose subsequent to 20 min reaction with invertase at 25 ◦C. Also
hown as inset the biocatalytic reaction scheme of the gold nanoparticles growth
rom sucrose and invertase.
Fig. 6. Colour images of vials containing a blank solution of gold (A); Coca-Cola Zero
(B); Coca-Cola Classic (C); honey (D). Photographs were taken after a 10-min reaction
at RT. All samples were diluted 1:100. Other conditions as in Fig. 1.

Classic drink samples containing glucose (both used as known pos-
itives) and 12 diet Coca-Cola Zero drinks samples (used as known
negatives) were added into an alkaline solution containing Au salt.
The subsequent appearance of the purple color in less than 10 min
was identified as a positive test. A negative test was identified
when the sample remained uncolored. Negative or positive test
were identified by the comparison of a blank solution, consist-
ing of gold salt dissolved in NaOH 0.1 M. All the samples were
diluted 1:100 with NaOH 0.1 M. The results obtained gave a sen-
sitivity rate of 100% and a specificity rate of 92%, calculated as in
Ref. [9].

The growth of AuNPs was also evaluated quantitatively, by com-
parison with the Fehling reference protocol for the analysis of honey
samples. Fig. 7 shows the absorbance scan of different samples con-
taining increasing amount of honey content after 5 min of reaction
at RT. As inset, the corresponding mass calibration plot is shown.
The absorption bands obtained are linearly related to the amount of

2
honey introduced into the solution (R = 0.992). The recovery was
also calculated as relative difference between this assay and the
Fehling reference protocol [8]. The result of 92±9% (n = 6) demon-
strates the suitability of the method for the rapid estimation of
reducing sugars in complex matrices. Furthermore, the AuNPs assay

Fig. 7. Absorbance spectra for AuNPs formed in the presence of different volumes
of honey (5 �L each) after 5 min treatment at 50 ◦C. As inset, also shown the corre-
sponding calibration plot.
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s faster then the Fehling since the heating step is not mandatory
in contrast with the Fehling). Also, the small amount of reagents
onsumption is a further advantage of the AuNPs assay.

. Conclusion

In conclusion, we described a novel optical assay for the rapid
nd efficient detection of reducing sugars. The underlying chem-
stry behind the growth of AuNPs by some reducing sugars has been

xamined, where it was found that reducing sugars can generate
uNPs without the need for Au seeds. The ease of analysis using
his facile homogenous reaction makes this technique promising
trategy for use in sugar determinations in a wide range of indus-
rial, biomedical and clinical applications. Further research is under
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development in our laboratory for manufacturing a disposable opti-
cal nanoprobe based on this assay.
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a b s t r a c t

A novel positive homotropic allosteric system 1 based on 3-methylpyrozole-5-one-4-one-2′,4′-
dinitrophenylhydrazone was designed, synthesized and characterized. Colorimetric and fluorescent
sensing of anions was achieved in physiological condition (pH 7.4), resulting from the positive homotropic
allosterism of 1 induced by anions tested. In particular, the compound 1 exhibited a two-step response

−

eywords:
aked-eye
urn-on
yrazole

to the strong basic anions such as F . In the first step, the hydrazone form of 1 interacted with anions
through hydrogen bonding with an obvious color change from yellow to orange upon addition of 0.3 equiv.
of anions. In the second step, with further addition of anions, the hydrazone form of 1 was shifted to
the azophenol form, whose anion binding was accompanied with an orange-to-purple color change. In
addition, the receptor 1 exhibited a fluorescent enhancement response to anions exploiting two possi-

n mec
of the
automeric equilibrium
hysiological pH

ble signaling transductio
binding-induced rigidity

. Introduction

Anion recognition is an area of growing interest in supramolec-
lar chemistry due to its important role in a wide range of
nvironmental, clinical, chemical, and biological applications, and
onsiderable attention has been focused on the design of host
olecules that are able to selectively recognize and sense anion

pecies [1,2]. Among the biologically important anions, halide ions
re important analytes from biological and environmental aspects.
or example, it has been well documented for some time that flu-
ride is associated with dental heath, and a great deal of interest
as focused on its potential in treatment of osteoporoses [3]. Fluo-
ide is easily absorbed but is excreted slowly from body, resulting
n chronic poisoning. Acute gastric and kidney problems also result
rom overexposure to fluoride. The total number of people suffer-
ng from fluorosis (a debilitating bone disease) is not known, but
conservative estimate would number in the tens of millions [4].

s a result of these diversities, there is still an urge for design and
ynthesis of the artificial sensors for such anions.

Although large numbers of artificial receptors for anionic species
ave been reported, most of them work only in dry organic medium

∗ Corresponding author. Tel.: +86 22 23508171; fax: +86 22 23502749.
∗∗ Corresponding author. Tel.: +86 22 23502624; fax: +86 22 23502458.

E-mail addresses: shaojie@mail.nankai.edu.cn (J. Shao), abc509038@163.com
X. Yu), xfxu@nankai.edu.cn (X. Xu), oceanwoods@nankai.edu.cn (H. Lin),
aizsh@nankai.edu.cn (Z. Cai), hklin@nankai.edu.cn (H. Lin).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.02.023
hanisms: (1) inhibition of photoinduced electronic transfer (PET) and (2)
host molecule.

© 2009 Elsevier B.V. All rights reserved.

not in aqueous medium [5–7]. The possible reasons are that (1) any
electrostatic binding interactions are less effective due to anions
are larger than their respective isoelectronic cations and hence
possess a lower charge to radius ratio; (2) H2O molecule would
compete with anions for binding sites of the host owing to anions
possess high solvation energy [8]. Particularly, a crucial issue is that
anions would be protonated at low pH or be deprotonated at high
pH [9]. For example, Hamachi and co-workers reported a series
of chemosensors for nucleoside polyphosphates based on Zn(II)
complex, which could effectively sense presence of analytes in the
physiological pH conditions [10–12]. Consequently, there would
still be a significant challenge for development of new neutral host
molecules working in the physiological pH conditions [13,14].

In general, anion binding events could be translated into the
output signals such as fluorescence, electrochemistry and UV–vis
spectrum resulting from hydrogen binding interaction, anion-
induced deprotonation of the host and/or chemical reaction of
anion with the host [15–17]. There are rather few reports about col-
orimetric sensing of anions based on anion-induced tautomerism
of the host molecules [18,19], although such tautomerism of the
host induced by the guest has been applied on naked-eye detec-
tion of cations. As an example, Chung and co-workers [20,21]
showed highly sensitive chromogenic sensors for Hg2+ ion based

on calix[4]arenes derivatives. Before interactions with Hg2+ ion,
the hosts existed as azophenol form and would be tautomer-
ized into quinone–hydrazone form upon binding Hg2+ ion in a
methanol–chloroform (v/v), 1/399) cosolvent. In particular, the
biomimetic design of allosteric systems is of great importance, as
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Scheme 1. Synthetic route to the compound 1.

hey are readily applicable to the efficient regulation of capture and
elease of analytes, catalytic reactions, and information transduc-
ion to the remote site that are frequently seen in biological systems.
rom the viewpoint of constructing a molecular sensory system,
he methodology is very useful to amplify, integrate, and convert
he weak chemical or physical signals into other signals so that we
an readily read out and record [22]. But it is very unlucky that the
ethodology is rarely applicable to design and synthesis of anion

eceptors [23].
With these in mind, we designed and synthesized a simple host

ompound 1 with pyrazole moiety as binding sites. Just as expected,
he compound 1 could act as a colorimetric and fluorescent probe
or anions. Upon exposure to excess strong basic anions such as
−, the hydrazone form of the receptor 1 would be promoted to
he azophenol form accompanying a color change from orange to
urple. Interestingly, the receptor could succeed in colorimetric
ensing of anions in the physiological conditions (pH 7.4), which
ould be rationalized on basis of the positive homotropic alloster-
sm of 1.

. Experimental

.1. Apparatus

1H NMR spectra and 13C NMR spectra were obtained on a
arian UNITY Plus-400 MHz and a Varian UNITY Plus-300 MHz
pectrometer, respectively. ESI-MS was performed with a MARINER
pparatus. C, H, N elemental analyses were made on an elemen-
ar vario EL. UV–vis spectra were recorded on a Shimadzu UV2450
pectrophotometer with quartz cuvette (path length = 1 cm) and
luorescent spectra were recorded on a Shimadzu RF-5301PC Spec-
rophotometer at 298.2±0.1 K and the width of the slits used is
nm.

.2. Chemicals

All reagents for synthesis obtained commercially were used
ithout further purification. In the titration experiments, all the

nions were added in the form of tetrabutylammonium (TBA) salts,
hich were purchased from Sigma–Aldrich Chemical, stored in
vacuum desiccator containing self-indicating silica and dried

ully before using. DMSO was dried with CaH2 and then distilled
n reduced pressure. HEPES (4-(2-hydroxyerhyl)piperazine-1-
rhanesulfonic acid) is used as a buffer reagent.

.3. Synthesis

.3.1. 4,4-Dibromo-3-methyl-pyrazol-5-one (2)
The compounds 1 and 2 were synthesized according to
cheme 1. The compound 2 was synthesized according to the proce-
ure reported [24]. To a solution of 3-methyl-pyrazol-5-one (1.96 g,
.01 mol) in CH3COOH (8 ml) was added dropwise a solution of Br2
3.2 g, 0.02 mol) in CH3COOH (4 ml) when stirring. The resulting

ixture was stirred and refluxed at 60 ◦C for 4 h. After that, the
(2009) 547–551

reaction mixture was poured into the ice-cold water and the pre-
cipitate was filtered, washed by water and then recrystallized from
ethanol to give the white solid. 1H NMR (400 MHz, DMSO-d6, 25 ◦C,
TMS): ı 2.21 (s, 3H, –CH3), 10.97 (s, 1H, –NH).

2.3.2. 3-Methylpyrozole-5-one-4-one-2′,4′-dinitrophenylhy-
drazone (1)

4,4-Dibromo-3-methyl-pyrazol-5-one (2.52 g, 0.01 mol) and
2,4-dinitrophenylhydrazine (1.98 g, 0.01 mol) were dissolved in
ethanol (50 ml) and then refluxed for 24 h under magnetic stirring.
Ethanol was removed under reduced pressure and the resulting
mixture was neutralized with 5% NaHCO3 to give the precipitate and
the pure product was obtained by recrystallizing from methanol.
1HNMR (400 MHz, DMSO-d6, TMS): ı 2.22 (s, 3H, –CH3), 8.28 (d, 1H,
J = 9.2 Hz, H–Ar), 8.58 (m, 1H, H–Ar), 8.92 (d, 1H, J = 2.8 Hz, H–Ar),
11.96 (s, 1H, –NH), 14.49 (s, 1H, H–Py). 13C NMR (75 MHz, DMSO-d6,
TMS,): ı 11.7, 117.3, 122.2, 130.2, 133.3, 135.6, 141.2, 142.5, 147.2 and
159.1. Elemental analysis calcd for C10H8N6O5: C, 41.10; H, 2.76; N,
28.76. Found: C, 41.10; H, 2.75; N, 28.79. ESI-mass: m/z calcd. for
C10H8N6O5 [M−H]−: 291.06, found 291.70 [M−H]−.

3. Results and discussion

3.1. UV–vis titrations in organic medium

The anion binding ability of the receptor 1 was evaluated
through UV–vis titrations by adding a standard solution of the
tetrabutylammonium salt of anions to a dry DMSO solution of
the sensorat 298.2±0.1 K. The acidity of –NH group was greatly
improved because of two –NO2 electron-withdrawing substituents
and thus the hydrazone form of the receptor 1 would be eas-
ily shifted to the azophenol form upon presence of the strong
basic anions. Fig. 1 demonstrated UV–vis spectral changes of 1
(1×10−5 M) in absence and presence of fluoride ions (or see S1
in supporting information). As expected, UV–vis fluoride titration
spectra of the compound 1 indeed exhibited stepwise changes.
First, with the addition of F− up to 0.3 molar equiv, the absorption
band at 356 nm decreased gradually and a new absorption band
at 552 nm appeared, accompanied with a color change of the solu-
tion from yellow to orange (see Fig. 2). The 196 nm red-shifted band
(from 356 to 552 nm) could be ascribed to intramolecular charge-
transfer between the electron rich –NH group bond anion and the
electron deficient –NO2 moiety [25]. In addition, there was a well-
defined isosbestic point at 461 nm indicating the stable complex
was obtained with a certain stoichiometric ratio between the hydra-
zone form and F− [26]. The Job plots indicated that 1:1 host–guest
complex was formed between the azophenol form and F−With Ori-
gin program, non-linear fitting analyses of the titration curves gave
the Kass

1 = 2.93×106 M−1 for the first-step changes (the associa-
tion constant of the hydrazone form with F−). Second, with further
addition of F− (up to 8 equiv. F−), there was an increase in the
intensity of absorption band at 459 nm and meanwhile color of
the solution changed from orange to purple. The results demon-
strated the presence of fluoride ion induced the configurational
change of the sensor 1 from the hydrazone form to the azophe-
nol form, which would be discussed further in 1H NMR titrations.
And the azophenol form of 1 could interact with F− ion through
six-member intermolecular hydrogen bonding (see Scheme 2). In
this step, the Job plots (Fig. 3) indicated that 1:1 host–guest com-
plex was formed between the azophenol form and F−. With the

same method, the second-step association constant (the associa-
tion constant of the azophenol form with F−) was determined to be
Kass

2 = 1.36×104 M−1. In the case of the other strong basic anions
tested such as AcO and H2PO4

−, similar spectral changes were
observed during the titration experiment (see SX in supporting
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Fig. 1. Changes in the UV–vis spectra for the receptor 1 (1×10−5 M) in DMSO so

Scheme 2. The anion binding behaviors of the receptor 1 and its signaling trans-
duction mechanism.

Fig. 2. The color changes of the receptor 1 (1×10−5 M) with different fluoride con-
centrations in DMSO. From left to right: (a) only 1; (b) 0.05 equiv. of F−; (c) 3 equiv.
of F− .

Fig. 3. Job plots of the receptor 1 with fluoride ([F−] + [L1] = 1×10−5 M).
lution with addition of (A) from 0 to 0.3 equiv. and (B) from 0.3 to 8 equiv.

information). However, the spectral changes resulting from the con-
figurational change of the compound 1 were in disorder so that the
Kass

2 could not be obtained, which could be attributed to absence
of the stable complex with a certain stoichiometric ratio between
the azophenol form and AcO− and H2PO4

−. Unlike F−, AcO− and
H2PO4

− could not interact with 1 through stable six-member inter-
molecular H-bond. In particular, the receptor 1 was insensitive to
excess equiv of the weak basic anions such as Cl−, Br− and I− (see
Fig. 4).

3.2. Titration of F− from aqueous medium

It is well known that most anions exist in aqueous solution and
therefore it is very important the host molecule has anion sensing
ability in aqueous solution, especially in the physiological condi-
tions (pH 7.4). In order to examine the potential application for
analytical chemistry, the receptor 1 was applied in detection of
biologically important anions in the physiological pH conditions.
HEPES (20 mM) is used as buffer reagent. Obviously seen from
Fig. 5A, there was a decrease in the absorption band at 356 nm and
formation of a new band at 546 nm upon addition of 3 equiv. of flu-
oride. In this step, the association constant of the hydrazone form

with F− in aqueous solution was obtained to be 1.00×104 M−1.
With further addition of fluoride, the spectrum of the receptor
1 exhibited slight changes, which were not similar with spectral
changes in the first step (see Fig. 5B), so that the second-step asso-

Fig. 4. UV–vis spectral changes of the receptor 1 (1×10−5 M) induced by addition
of excess equiv of the other anions tested such as Cl− , Br− and I− in DMSO.
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–OH of the azophenol form and –NH� of the pyrazole cooperatively
interacted with F− ions through hydrogen bonding (see Scheme 2),
which also supported the hypothesis obtained according to the
results of UV–vis titrations.
ig. 5. Changes in the UV–vis spectra for the receptor 1 (1×10−5 M) in aqueous solu
o 3 equiv. and (B) from 3 to 500 equiv.

iation constant was not calculated. The possible explanation for
his result might be as follow. There were two possible intramolec-
lar hydrogen bonding between the –NH unit and the –NO2 unit or
he –NH moiety and the –C O moiety in the configuration of 1 (see
cheme 2). To support further occurrence of two type of intramolec-
lar H-bond, unconstrained optimization for the receptor 1 were
alculated at B3LYP/6-31G* by using Guassian 03 program. The
esult indicated that it was prone to form intramoleclar hydro-
en bonding between –NH and the oxygen atom of –NO2 not
etween –NH and the oxygen atom of–C O, because the distance
etween –NH and the oxygen atom of –NO2 (1.849 Å) is shorter
han that between –NH and the oxygen atom of –C O (1.926 Å, see
upporting information). Upon addition of F−, the hydrazole form
nteracted with F− through hydrogen bonding, which resulted in
ncrease in the electron density of the nitrogen atom linking the
inding site and as a result the hydrazole form would be shifted to
he azo form. The configuration of the azophenol form is coplanar,
hich would promote intramolecular charge transfer. However,

uch positive homotropic allosteric effect was not involved in inter-
ctions between the azophenol form and F−, and therefore, the
ssociation constant of the hydrazone form with F−was larger than
hat of the azophenol form not only in organic medium but also in
queous medium.

.3. Fluorescent titrations

The anion binding behavior of the probe 1 was investigated
y fluorescent titrations in DMSO. Obviously, the compound

exhibited two weak fluorescent emission peaks at 377 and
96 nm, respectively, with a shoulder emission band at 418 nm
see Fig. 6) upon excitation at 340 nm. Upon addition of fluoride
ons, there was a significant increase in the emission inten-
ity of 1. Such fluorescent enhancement could be rationalized
n basis of two possible signaling transduction mechanisms: (1)
nhibition of photoinduced electronic transfer (PET) [27,28] and
2) binding-induced rigidity of the host molecule [29,30]. Before
omplexation with anions, there was a photoinduced electronic
ransfer from the pyrazole unit (a fluorophore) to the electron-
ithdrawing substituent (–NO2), resulting in a weak emission.
pon binding anions, the above-mentioned PET would be inhib-

ted and as a result, a fluorescent enhancement was observed.

n addition, it has been well shown that complexation-induced
igidity of a fluorescent receptor has been reported to result in a
arge increase in emission intensity because of inhibiting vibra-
ional and rotational relaxation modes of non-radiative decay (see
cheme 2).
DMSO/H2O = 90:10, v:v; buffer solution: HEPES 20 mM) with addition of (A) from 0

3.4. 1H NMR titrations

To shed a light on the nature of the interaction between anions
tested and the receptor, 1H NMR titrations were carried out in
DMSO-d6. Fig. 7 showed 1H NMR spectral changes of the receptor
1 (5×10−3 M) in DMSO-d6 in the absence and presence of differ-
ent equiv of fluoride ions. Obviously, before addition of 0.3 equiv. of
F−, the proton signal of the hydrazone group at 11.96 ppm broad-
ened gradually, however, no change was observed in the proton
signal of the pyrazole group at 14.49 ppm, which demonstrated that
the receptor 1 complexed F− through hydrogen bonding interac-
tions with the hydrazone –NH� not the pyrazole –NH� [31]. With
further addition of F−, the resonance signal of the hydrazone moi-
ety broadened further and disappeared and the resonance signal of
the pyrazole –NH� also broadened gradually. In particular, a new
signal peak at 10.47 ppm appeared, being ascribed to the signal of
–OH of the isomer of 1. Obviously, the proton signals at 8.28, 8.58
and 8.92 ppm shifted upfield, which resulted from disappearance
of the hydrazone moiety when excess F− ions were added [31]. The
resulted showed that the compound 1 exhibited a configurational
change from the hydrazone form to the azophenol form and finally
Fig. 6. Evolution of fluorescent emission spectra of the receptor 1 (1.0×10−5 M in
DMSO) during the titration with F− (excitation at 340 nm and slit width is 5 nm).
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. Conclusions

In conclusion, a positive homotropic allosteric system has been
uccessfully exploited for colorimetric and fluorescent detection
f biological important anions in physiological pH condition. The
iomimetic design of allosteric systems for anion sensing not only
an significantly improve the affinity of the host for anionic guest
ut also can make the weak chemical or physical signals to be ampli-
ed so that we can readily read out and record. As a result, the
eceptor 1 based on a positive homotropic allosteric system have
uccessfully detected anions in physiological pH condition. Such
ethodology would be expected to help to extend the develop-
ent of colorimetric and fluorescent sensors for biologically anions

n aqueous medium.
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Supplementary data associated with this article can be found, in
the online version, at doi:10.1016/j.talanta.2009.02.023.
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a b s t r a c t

Near-infrared spectroscopy (NIRS) has been proved to be a powerful analytical tool and used in various
fields, it is seldom, however, used in the analysis of metal ions in solutions. A method for quantitative
determination of metal ions in solution is developed by using resin adsorption and near-infrared diffuse
reflectance spectroscopy (NIRDRS). The method makes use of the resin adsorption for gathering the ana-
lytes from a dilute solution, and then NIRDRS of the adsorbate is measured. Because both the information
eywords:
ear-infrared diffuse reflectance

pectroscopy (NIRDRS)
dsorption
etal ion

of the metal ions and their interaction with the functional group of resin can be reflected in the spec-
trum, quantitative determination is achieved by using multivariate calibration technique. Taking copper
(Cu2+), cobalt (Co2+) and nickel (Ni2+) as the analyzing targets and D401 resin as the adsorbent, partial
least squares (PLS) model is built from the NIRDRS of the adsorbates. The results show that the concen-
trations that can be quantitatively detected are as low as 1.00, 1.98 and 1.00 mg L−1 for Cu2+, Co2+ and

coex
helating resin
ultivariate calibration

Ni2+, respectively, and the

. Introduction

Near-infrared spectroscopy (NIRS) in combination with chemo-
etrics has been proved to be a convenient, fast and non-

estructive quantitative method for complex samples [1–8].
herefore, NIRS has been widely adopted in the fields of agriculture
9–11], petrochemicals [12,13] and pharmaceuticals [14–17]. This
echnique, however, has the disadvantage not suitable for micro-
nalysis or trace analysis because of the low molar absorptivity
f NIRS signals. Recently, quantitative analysis of the adsorbates
y diffuse reflectance FT-IR [18], UV–vis [19] and NIR [20] spec-
roscopy with preconcentration of the analytes in a dilute solution
as been reported. In our previous work, near-infrared diffuse
eflectance spectroscopy (NIRDRS) in combination with the precon-
entration procedure has also investigated for the determination
f low concentration analytes in beverage [21]. In these combina-
ion techniques, the extracted analytes are directly determined. As
o elution step is required, analyte dilutions and consumption of
rganic solvents are avoided. Moreover, these techniques simplify

nd speed up the analytical procedures.

Metal contamination in water is a problem of global concern
ecause it can usually accumulate to toxic levels [22]. Determina-
ion of metal content serves as an important step in ecosystem

∗ Corresponding author. Tel.: +86 22 23503430; fax: +86 22 23502458.
E-mail address: xshao@nankai.edu.cn (X. Shao).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.059
istent ions do not influence the determination.
© 2009 Elsevier B.V. All rights reserved.

condition monitoring and pollution control [23–25]. Frost et al.
[26–28] estimated the contents of some transition metals in min-
erals with NIRS originated from the d–d transitions. Theoretically,
however, most of inorganic compounds cannot give a direct signa-
ture in NIR spectra, especially in solution or low content samples.
Therefore, NIRS is seldom used in quantitative analysis of metal
ions. Nevertheless, prediction of metal ion contents can still be per-
formed by NIRS because the interaction of metal ions and organic
compounds or hydrated inorganic molecules can be reflected in
NIR spectra [29–34]. Therefore, the estimation of metals by NIRS is
generally dependent on the mixture generated by certain function
bonds between those elements and organic or hydrated com-
pounds, which can be detected in the spectral range of NIRS [29,30].
For instance, several elements in wine were successfully deter-
mined by NIRS [35–37]. In these works, determination of metals
in solution by using NIRS is due to the changes in the localized
hydrogen bonding around the metal cations in solution [35].

In this study, a method for quantitative analysis of metal ions is
proposed. The ions are preconcentrated onto an adsorbent from a
complex solution, and then the adsorbent is analyzed by NIRDRS.
Although the information of the ions cannot been obviously seen in
the spectra, their contents can be quantitatively predicted by a mul-

tivariate model, because both the spectral information of the ions
and their interaction with the adsorbent is included in the spectra.
Metal ions Cu2+, Co2+ and Ni2+ are used as the analyzing targets.
Commercially available D401 resin is used as the adsorbent for col-
lecting the analytes. Partial least squares (PLS) regression [38,39] is
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dopted as the calibration tool due to the complexity of the spectra.
he main purpose of this work is to investigate the feasibility of the
uantitative determination of metal ions in complex dilute solution
y using NIRDRS.

. Experimental

.1. Reagents and adsorbent

All chemical reagents are of analytical purity grade. Doubly dis-
illed water was used to prepare the samples. Macroporous styrene
minodiacetic acid chelating resin D401 was purchased from Nankai
echeng Chemical Co., Ltd. (Tianjin, China), its functional group is
N(CH2COONa)2, bead size is 0.315–1.25 mm, moisture content is
5–55%, maximum operating temperature is 100 ◦C, and pH range

s 1.0–14.0.

.2. Samples preparation

42 mixtures of Cu2+, Co2+ and Ni2+ were prepared with dou-
ly distilled water as solvent. The concentration ranges of Cu2+,
o2+ and Ni2+ were 1.00–32.97, 1.98–37.07 and 1.00–36.02 mg L−1,
espectively. Zn2+, Pb2+, Ca2+, Mg2+, K+ and Li+ with concentration
ange of 2.00–50 mg L−1 was added to the solution as interfering
ons. The 42 samples were taken as calibration set for building the
LS models.

Then, 12 mixtures of Cu2+, Co2+ and Ni2+ were prepared with
iver water as solvent. The pH of local river water was around 6.0 and
here were some laurel-green suspended solids which were filtered
efore use. The Cu2+, Co2+ and Ni2+ contents of raw river water were
ound to be 0.056, 0.25 and 2.73 mg L−1 by using inductively coupled
lasma-atomic emission spectrometry (ICP-AES ICP-9000 (N + M),
SA Thermo Jarrell-Ash Corp.). Meanwhile, there are large amounts
f coexisting elements in raw river water such as Na+ 244.9 mg L−1,
+ 24.44 mg L−1, Ca2+ 100.8 mg L−1, Mg2+ 59.19 mg L−1. Different

evels of Cu2+, Co2+ and Ni2+ are added to the 12 river water sam-
les so that they can be detected by the proposed method. The
otal concentration ranges of Cu2+, Co2+ and Ni2+ were 8.05–30.04,
.24–34.22 and 6.53–34.58 mg L−1. The 12 river water samples were
aken as validation set. The statistics of the Cu2+, Co2+ and Ni2+

ontent of the samples are listed in Table 1.

.3. Adsorption operation

The adsorption operation was performed with 100 mL of the
forementioned solutions and ca. 2.0 g D401 resin in a flask at room
emperature (ca. 26 ◦C) for 20 min with the aid of ultrasonic vibra-
ion. After the adsorption, the cloudy solutions were filtered with
he aid of vacuum pump. The solid surface moisture was carried
way by adding 15 mL ethanol at the end of the filtration. Finally,

he resin with the adsorbates was used for NIR spectral measure-

ent. It should be noted that a large variety of resins and other
dsorbents should be used for this study, D401 resin was adopted
ecause it is a commonly used adsorbent.

able 1
tatistics of the concentrations (mg L−1) of the calibration and validation samples.

nalyte Calibration Validation

na Range Mean S.D.b n Range Mean S.D.

u2+ 42 1.00–32.97 19.65 9.54 12 8.05–30.04 19.88 6.75
o2+ 42 1.98–37.07 22.05 10.91 12 9.24–34.22 24.06 8.54
i2+ 42 1.00–36.02 21.11 10.84 12 6.53–34.58 24.07 9.83

a n = sample numbers.
b S.D. = standard deviation.
Fig. 1. NIR spectra of a blank resin sample (1) and three arbitrarily selected samples
(2, 3 and 4).

2.4. NIR spectral measurement

All NIR spectra were measured from 4000 to 10,000 cm−1 with
a Vertex 70 spectrometer (Bruker, Ettlingen, Germany) in diffuse
reflectance mode with a near-infrared integrating sphere diffuse
reflection accessory (Bruker, Ettlingen, Germany). The spectra are
digitalized with ca. 2 cm−1 interval in the Fourier transform, so
each spectrum is composed of 3111 data points. A reference spec-
trum was taken before the measurement of each sample with the
standard material provided within the spectrometer, i.e., the gold-
coated background. To increase signal to noise ratio, both reference
and sample spectra were measured with scan number 64, and
each spectrum was averaged from three parallel measurements.
The temperature was balanced at ca. 26 ◦C for 12 h before the mea-
surements. Fig. 1 shows the measured NIR spectra of a blank resin
sample without the adsorbate and three arbitrarily selected sam-
ples. Nine ions of Cu2+, Co2+, Ni2+, Zn2+, Pb2+, Ca2+, Mg2+, K+ and Li+

are included in the samples. 13.98, 23.72, 31.51; 14.98, 33.12, 32.02;
31.47, 33.61, 32.52 mg L−1 Cu2+, Co2+, Ni2+ and different concentra-
tion of the interfering ions mentioned above are included in the
adsorption solution for three selected samples, respectively. From
Fig. 1 it can be seen that there is no obvious change in the spectra
after the adsorption of the ions. It is difficult to use the ordinary cal-
ibration method for quantitative analysis. Therefore, multivariate
calibration was used in this study.

2.5. PLS modeling

PLS regression was used for modeling and prediction. The mod-
eling was performed with the software package OPUS 6.0 (Bruker,
Ettlingen, Germany). 42 samples were taken as calibration set for
building the PLS models, the 12 artificial river water samples were
used for validation of the practicability of the method for analyzing
the samples with complex matrix.

The performance of the PLS regression model was evaluated
in terms of the correlation coefficients (R), and root mean square
error of cross validation (RMSECV), which were determined by
leave-one-out cross validation (LOO-CV). For the validation set,
correlation coefficients (R) and standard deviation (S.D.) between
the reference and prediction concentration was used to estimate

the prediction of the developed models. The factor number for
PLS model was determined by using the LOO-CV with F-test [40].
Furthermore, due to the drifting baseline or background in the
spectra (Fig. 1), signal processing techniques such as straight line
subtraction, derivative calculation, standard normal variate (SNV)
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ig. 2. Effect of pH on the adsorption of Cu2+, Co2+ and Ni2+ onto 2.0 g resin with
0 min adsorption time.

nd multiplicative scatter correction (MSC) were used to obtain an
ptimized PLS model.

. Results and discussion

.1. Effect of sorbent dosage

Sorbent dosage affects not only the spectral reproducibility, but
lso the quantity of absorptive solutes. Three parallel spectra were
ecorded for the blank resin samples of different quantity (ca. 0.5,
.0, 1.5 and 2.0 g), respectively. The mean squared error (MSE) of
he three parallel spectra with their mean spectrum was calculated
or evaluation of reproducibility. The MSEs of the parallel spectra
or the four different resins quantity were 1.36×10−3, 1.16×10−3,
.12×10−3 and 1.10×10−3, respectively. It can be seen that there
s a slight improvement in the reproducibility with the increase of
he sorbent dosage from 0.5 to 2.0 g. Therefore, 2.0 g sorbent was
sed in this study.
.2. Effect of adsorption conditions

In order to investigate the effects of pH on adsorption effi-
iency, experiments are conducted in the pH range from 2.0 to
.0, which was adjusted with diluted hydrochloric acid and diluted

able 2
LS models and the results of cross validation.

nalyte Preprocessing PLS factors

u2+ Raw spectra 12
Straight line subtraction 11
First derivative 10

SNV 11
MSC 10

o2+ Raw spectra 11

Straight line subtraction 11
First derivative 11
SNV 9

MSC 11
i2+ Raw spectra 10

Straight line subtraction 9
First derivative 11

SNV 10
MSC 10
Fig. 3. Effect of time on the adsorption of Cu2+, Co2+ and Ni2+ onto 2.0 g resin at pH
5.5.

sodium hydroxide. In the experiment, 2 g adsorbent, 20 min adsorp-
tion time and 100 mL 14.97 mg L−1 Cu2+, 15.03 mg L−1 Co2+ and
15.07 mg L−1 Ni2+ solution were used, respectively. Fig. 2 shows the
variation of the Cu2+, Co2+ and Ni2+ concentrations, respectively, of
the solution after adsorption under different pH conditions. The
concentrations were determined with ICP-AES as mentioned in
Section 2. It is clear that almost all the analyte in the solutions
is adsorbed onto the adsorbent at pH 3.0–6.0. Therefore, the pH
of the raw solutions (ca. 5.5) is used for the adsorption without
adjusting.

For understanding the effect of adsorption time on the adsorp-
tion efficiency, the variation of the adsorbate quantity with different
adsorption time was investigated at pH 5.5. Fig. 3 shows the vari-
ation of the Cu2+, Co2+ and Ni2+ concentrations, respectively, of
the solution after different adsorption time. In the experiment,
adsorption time varies from 5 to 40 min, 2 g adsorbent and 100 mL
14.97 mg L−1 Cu2+, 15.03 mg L−1 Co2+ and 15.07 mg L−1 Ni2+ solu-
tion were used, respectively. It is clear that the concentration of
the solutions decreases significantly with the increase of adsorp-

tion time, and after 20 min, almost all the analyte is adsorbed onto
the adsorbent. The adsorption rates for the three ions were found to
be 97.80%, 97.41% and 96.89%, respectively. Therefore, 20 min was
adopted for adsorption in this study.

Wavelength regions (cm−1) R RMSECV

9997.4–4248.5 0.9548 2.74
9997.4–4248.5 0.9579 2.64
9997.4–6099.9 0.9461 2.97
4601.4–4248.5
9997.4–4248.5 0.9654 2.39
9997.4–4248.5 0.9647 2.42
9997.4–6099.9 0.9394 3.72
5451.9–4248.5
9997.4–4248.5 0.9475 3.46
9997.4–4248.5 0.9283 4.02
9997.4–6099.9 0.9378 3.76
4601.4–4248.5
9997.4–4248.5 0.9338 3.88
9997.4–6099.9 0.9294 4.00
5451.9–4248.5
9997.4–4248.5 0.9415 3.63
9997.4–6099.9 0.9411 3.65
5451.9–4248.5
9997.4–4248.5 0.9363 3.81
9997.4–4248.5 0.9438 3.57
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.3. Quantitative model

The quantitative PLS models were built with “OPUS-QUANT”
rogram in the OPUS 6.0 software package. Spectral preprocessing
ethods, factor numbers and the wavelength regions for the PLS

alibration models are optimized combinatorially by using LOO-
V. For obtaining the optimized model, straight line subtraction,
erivative calculation, standard normal variate (SNV), and multi-
licative scatter correction (MSC) are used, respectively, in the Cu2+,
o2+ and Ni2+ models.

Table 2 summarized the results obtained by LOO-CV with dif-
erent signal processing techniques. From both the correlation
oefficient (R) and the RMSECV in the table, it can be found that
oth the background removal (straight line subtraction and MSC)
nd the background correction (SNV and MSC) techniques can sig-
ificantly improve the PLS models. With the criterion to gain a
inimal RMSECV, SNV, straight line subtraction and MSC are used

or the PLS models of Cu2+, Co2+, and Ni2+, respectively. The opti-
al factor numbers for the three models are found to be 11, 11

nd 10, respectively. In some respects, the factor number seems too
ig for quantitative PLS models, it should be reasonable, however,
ecause the samples in calibration set are interfered with several
xtra added ions. For all the three models, the wavelength regions
997.4–4248.5 cm−1 were selected. Generally, it is difficult to assign
avelengths to specific molecular absorptions in the NIR region.

his is especially true in the case of this study, where the NIR absorp-
ion includes the responses of the metal ions, the adsorbent (resin)
nd the interaction of the ions with the chelating functional groups.

.4. Validation of the method

In order to test the feasibility of the method, external validation
s further done with the 12 validation samples. In the validation, the
ame conditions were used for the adsorption and the spectral mea-
urements, and the optimized PLS models were used for prediction.
ig. 4 shows the relationship of the predicted and the reference con-
entrations of the samples in the validation sets. In the figure, the
eference concentrations were calculated by the contents of the ions
ontained in the river water, which were determined by ICP-AES,
lus the contents added into the samples, and the predicted con-

entrations were predicted by the PLS models obtained above. It can
e found that, in the concentration range of 8.05–30.04 mg L−1 for
u2+, 9.24–34.22 mg L−1 for Co2+ and 6.53–34.58 mg L−1 for Ni2+, a
ood linearity was obtained. With linear regression of these points,

ig. 4. Relationship of the predicted concentrations with the reference values for
u2+ (�), Co2+ (©) and Ni2+ (�), respectively. The straight lines are obtained by linear
egression.

[

[
[
[
[

[
[

9 (2009) 339–343

the correlation coefficient (R) and standard deviation (S.D.) are
found to be 0.9708 and 1.5853 for Cu2+ model, 0.9581 and 2.3560
for Co2+ model and 0.9735 and 2.2083 for Ni2+ model, respectively.
The recoveries of Cu2+, Co2+ and Ni2+ were found to be 87.0–129.8%,
85.1–114.6% and 86.6–115.8%, respectively. However, a bias can be
clearly found in Fig. 4, which makes the recoveries slightly biased
above 100%. This may be caused by random errors because there
are only 12 samples. If enough samples are used, the error may be
corrected.

4. Conclusion

A combined method was proposed for quantitative determina-
tion of the metal ions in dilute solution by using resin adsorption
and NIRDRS. In the method, the analytes are, at first, concentrated
onto an adsorbent, then NIRDRS is measured, and the quantitative
analysis is achieved by using multivariate calibration, such as PLS
regression. Due to the concentration, the sensitivity or the detec-
tion limit can be improved, and due to the usage of multivariate
calibration, the effect of interfering components can be avoided.
Furthermore, large variety of absorbents can be used for NIRDRS,
which makes the method practicable for the analysis of real sam-
ples. With samples prepared with pure reagent and river water, the
method is proved to be workable and the concentrations that can be
quantitatively detected can be as low as 1.00, 1.98 and 1.00 mg L−1

for Cu2+, Co2+ and Ni2+, respectively. Therefore, the NIRDRS in com-
bination with resin adsorption technique can provide a feasible
way for the determination of metal ions in complex real samples.
However, there is still an obvious bias in the recoveries, and the fea-
sibility of the method still needs further validation with more real
world samples.
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a b s t r a c t

Haloacetic acids (HAAs) and bromate are toxic water disinfection by-products (DBPs) that the U.S. Envi-
ronmental Protection Agency has regulated in drinking water. Iodoacetic acids (IAAs) are the emerging
DBPs that have been recently found in disinfected drinking waters with higher toxicity than their corre-
sponding chloro- and bromo-acetic acids. This study has developed a new rapid and sensitive method for
simultaneous analysis of six brominated and four iodinated acetic acids, bromate, iodate, bromide, and
iodide using ion chromatography–inductively coupled plasma-mass spectrometry (IC–ICP-MS). Mono-,
di- and tri-chloroacetic acids are not detected by this method because the sensitivity of ICP-MS anal-
ysis for chlorine is poor. Following IC separation, an Elan DRC-e ICP-MS was used for detection, with
quantitation utilizing m/z of 79, 127, and 74 amu for Br, I, and Ge (optional internal standard) species,
romate
isinfection by-product

on chromatography–inductively coupled
lasma-mass spectrometry

respectively. Although the primary method used was an external standard procedure, an internal stan-
dard method approach is discussed herein as well. Calibration and validation were done in a variety
of natural and disinfection-treated water samples. The method detection limits (MDLs) in natural water
ranged from 0.33 to 0.72 �g L−1 for iodine species, and from 1.36 to 3.28 �g L−1 for bromine species. Spiked
recoveries were between 67% and 123%, while relative standard deviations ranged from 0.2% to 12.8% for

ethod
er, an
replicate samples. This m
groundwater, surface wat

. Introduction

Haloacetic acids (HAAs), including chloroacetic acids (CAAs),
romoacetic acids (BAAs), and iodoacetic acids (IAAs), are toxic
BPs that are potentially formed during drinking water disinfec-

ion treatment. The potential adverse health effects from exposure
o HAAs include increased cancer risk, spontaneous abortions,
nd birth defects [1–3]. The five haloacetic acids (HAA5) regu-
ated by the U.S. Environmental Protection Agency (USEPA) include

ono-chloroacetic acid (MCAA), di-chloroacetic acid (DCAA), tri-
hloroacetic acid (TCAA), monobromoacetic acid (MBAA), and

ibromoacetic acid (DBAA). The HAA5 regulatory limit under the
tage 2 DBP Rule is 60 �g L−1 maximum contaminant level (MCL)
or the sum of the five HAAs [4].

∗ Corresponding author at: Dept. of Civil, Architectural & Environmental Engi-
eering, Kansas University in Lawrence, 1530 W 15th St., Room 2150, Lawrence, KS,
6045, United States. Tel.: +1 785 864 1921.

E-mail address: cadams@ku.edu (C. Adams).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.04.037
was applied to detect the bromine and iodine species in drinking water,
d swimming pool water.

© 2009 Elsevier B.V. All rights reserved.

A significant fraction of the unregulated BAAs was found in some
water treatment systems [5,6]. Similarly, IAAs were also reported
to be present in some of the drinking waters in the U.S. in treat-
ment plants using chloramination [7,8]. In a recent occurrence and
mammalian cell toxicity study of iodinated DBPs in drinking water
[9], monoiodoacetic acid (MIAA) and bromoiodoacetic acid (BIAA),
together with three lower levels of other iodoacids, were found in
the chloraminated drinking water in most of the 23 cities stud-
ied in the USA and Canada. MIAA was found to be at the highest
level (1.7 �g L−1) in the chloraminated drinking water, as compared
with levels of other iodoacids [9]. Iodoacetic acid was also the
most cytotoxic and genotoxic DBP analyzed in a mammalian cell
system [9,10]. Further, chloroiodoacetic acid (CIAA) was reported
to be formed when municipal chlorinated tap water reacted with
iodized table salt during cooking [11]. Recent interest in IAAs has
greatly increased because of the fact that they are reported to be

much more cytotoxic and genotoxic than the regulated CAAs and
BAAs. It is possible, though not certain, that these currently unreg-
ulated BAAs and IAAs may be included in future drinking water
regulations. Thus, the detection of these emerging iodoacetic acids
and bromoiodoacetic acids in drinking water and other waters is
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rucial in order to assess the potential public health risks posed,
articularly by drinking water.

Bromate is a DBP formed primarily during ozonation when the
romide ion is present [12,13]. Ozonation of water containing bro-
ide ion (Br−) results in the oxidation of Br− to hypobromous acid

HOBr) and further oxidation of the hypobromite ion (BrO−) to
BrO3

−) [13,14]. The degree of bromate formation depends on ozone
oncentration, pH, and contact time. Bromate is a possible human
arcinogenic [12,13]. The USEPA current regulation MCL for bromate
s 10 �g L−1 in drinking water. In the near future, water treatment
ystems will need to have a bromate running annual average (RAA)
f 2.5 �g L−1 (or less), based on 1 year of monthly data, to qualify
or reduced bromate monitoring [4]. In a background document for
romate in drinking water, the World Health Organization (WHO)
as indicated that the health-based value of bromate concentration

n drinking water is 2 �g L−1 [13]. However, due to the higher attain-
ble practical quantification level (PQL) in many laboratories, a
rovisional guideline value of 10 �g L−1 is currently recommended

n Guidelines for Drinking-water Quality (GDWQ) [15].
The standard analytical method for the CAAs and BAAs is gas

hromatography with electron capture detection (GC-ECD), after
ime-consuming extraction and derivatization [16]. Guo et al. have
nalyzed BAAs and bromate using ion chromatography–inductively
oupled plasma-mass spectrometry (IC–ICP-MS) and achieved very
ood sensitivity [17]. A direct liquid chromatography/electrospray
andem mass spectrometry method has been developed for deter-

ination of MIAA with a negative ion detection mode [18]. A
ew GC–MS method, using negative ionization method, was also
ecently developed for detecting iodoacids [9]. There are some
dvantages and limitations for each of these methods, both of which
tilize a variety of different instruments. With increasing health
oncern for iodinated and bromated DBPs, a rapid and simple ana-
ytical method is desirable.

Several USEPA standard methods have been used for detecting
romate in drinking water, including EPA Method 321.8, an IC–ICP-
S method [19]; EPA Method 300.1, an ion chromatography (IC)
ethod with conductivity detection [20]; EPA Method 317.0, revi-

ion 2.0 [21]; and EPA Method 326.0 [22], ion chromatography (IC)
ethods with post-column reagent addition and UV/vis absorbance

etection.
EPA Method 300.1, with a practical quantification level (PQL)

f approximately 5 �g L−1, will not be sufficient for analyze drink-
ng water for reduced bromated monitoring to a lowered RAA of
.5 �g L−1 in the near future [4]. Sensitive and simple detection
ethods will assist in the analysis of bromate at lower levels in

rinking water.
In addition to the toxic HAAs and bromate, the detection of other

elated halogenated compounds, bromide, iodide, and iodate, are
lso important in raw water and finished water because they play a
ritical role as DBP precursors or competitive products in the water.
t is a great advantage if a method can be used to detect all of these
ompounds simultaneously.

In this study, a new fast, sensitive and simultaneous detection
ethod for iodo- and bromo-acetic acids, bromate, iodate, bromide,

nd iodide, has been developed by coupling ion chromatog-
aphy with ICP-MS. Specifically, the method allows separation
nd detection of MIAA, diiodoacetic acid (DIAA), MBAA, DBAA,
ribromoacetic acid (TBAA), chloroiodoacetic acid (CIAA), BIAA, bro-

ochloroacetic acid (BCAA), bromodichloroacetic acid (BDCAA),
ibromochloroacetic acid (DBCAA), bromate, bromide, iodide, and

odate. No complex sample preparation is required except for the

ltration of the water sample with a membrane filter. However,
he method does not detect mono-, di- and tri-chloroacetic acid
ecause ICP-MS does not discern well the chlorine atom.

This method was validated and applied to drinking water,
roundwater, surface water, and swimming pool water. These com-
79 (2009) 523–527

pounds are the important regulated DBPs and their precursors in
drinking water, swimming pool water, aquaria water, and marine
water. The other iodoacids, such as triiodoacetic acid (TIAA) and
iodo-propenoic acid, were not tested due to their unstable nature,
and reportedly very low levels in drinking water [9].

2. Experimental

2.1. Reagent and preparation

Three IAAs – CIAA, BIAA, and DIAA – were purchased from Orchid
Cellmark (New Westminster, BC, Canada). MIAA and all of the bro-
moacetic acids – MBAA, BCAA, DBAA, BDCAA, DBCAA, and TBAA
– were purchased from Sigma–Aldrich (St. Louis, MO, USA). All of
these chemicals were of the highest purity available. All the other
ACS certified reagent grade chemicals were purchased from Fisher
Scientific (Pittsburgh, PA, USA) and Sigma–Aldrich. Deionized (DI)
water (18.2 M� cm) was prepared with a Milli-Q water purification
system (Millipore, Bedford, MA, USA).

The DI water used for standards and mobile phase prepara-
tions was pre-degassed by vacuum filtration and/or ultrasonication
to prevent any possible oxidation of iodide and bromide. Contin-
uous online degas of mobile phases was also performed during
the IC–ICP-MS analysis. Stock standard solutions were prepared by
dissolving the chemicals in freshly degassed DI water at a concen-
tration of 100–1000 mg/L, except iodide, which was prepared by
dissolving sodium iodide in 0.5% ammonium hydroxide at pH 10 to
minimize the possible oxidation of the iodide. All standard solutions
were stored in amber glass vials, capped with Teflon-lined caps, in a
freezer or refrigerator. The GeO2 stock solution (used as an optional
internal standard) was prepared in DI water at 500 mg/L. All of the
standards were freshly prepared monthly. The more diluted work-
ing standard solutions were freshly prepared daily by dilution with
DI water.

IC mobile phase A was DI water, and mobile phase B was 200 mM
ammonium nitrate in DI water. Both mobile phases were filtered
through a 0.22-�m nylon membrane filter, and degassed prior to
use.

2.2. Instruments and operation conditions

IC separation was conducted using a PerkinElmer 200 Series
high pressure liquid chromatography (HPLC) system composed
of a 200 Series pump and autosampler (PerkinElmer, Norwalk,
CT, USA). An automated switching valve was used between the
HPLC and ICP-MS nebulizer to direct the mobile phase to the
waste or ICP-MS. The tubing and sample loop were PEEK mate-
rial. The analytical column was an AS11-HC high capacity ion
exchange column (4.0 mm×250 mm), with an AG11-HC guard col-
umn (4.0 mm×50 mm) (Dionex, Sunnyvale, CA). The elution flow
rate was 1.0 mL/min, and the injection volume was 100 �L. Amber
glass sampler vials were used for all samples. Both the autosampler
and column were kept at room temperature (∼20 ◦C). The binary
gradient elution for the separation was programmed as: 15% B for
3 min; increased to 50% B over 5 min; increased to 100% B over
18 min; maintained at 100% B for 10 min; decreased to 15% B over
5 min; and equilibrated at 15% B for 2 min, prior to the next injection.
The total run time was 43 min.

The detection system was a Model Elan DRC-e ICP-MS
(PerkinElmer SCIEX, Norwalk, CT, USA). Chromaria software was
used to control the IC–ICP-MS systems for analysis. Table 1 lists the
important ICP-MS instrumental conditions and method parameters

used for this method.

Quantitation was performed at a mass/charge (m/z) ratio of 79
and 127 amu for Br and I, respectively. (Note: An isomeric m/z of
81 amu was sometimes also monitored for additional confirmation
for the bromo-compounds.)
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Table 1
Inductively coupled plasma-mass spectrometry (ICP-MS) operational conditions.

Parameter Operation setting

ICP RF power 1500 W
Plasma gas flow 15 L/min
Auxiliary gas flow 1.20 L/min
Nebulizer gas flow 1.01 L/min
Sample introduction system Cyclonic spray chamber with Meinhard nebulizer
Detector mode Dual
AutoLens Enabled
Lens voltage 6.5 V
Analog stage voltage −1600 V
Pulse stage voltage 850 V
Sampler cone Platinum, 1.1 mm orifice
Skimmer cone Platinum, 0.9 mm orifice
Mass resolution 0.7 amu
Operating vacuum pressure 6×10−6 Torr
Number of replicates 3
Dwell time 250 ms
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/z for Br 79 amu
/z for I 127 amu
/z for Ge 74 amu

.3. Water samples

Several types of water samples were tested, including laboratory
eagent (DI) water, finished drinking water from a groundwater
ource, surface water, and swimming pool water. Water sam-
les were collected in pre-cleaned amber glass bottles, prefiltered
hrough a 0.22-�m nylon membrane filter, and stored cold in the
ark until analysis. The drinking water (DW) was collected from
ap water (Rolla, MO, USA) that utilized local groundwater as its
ource, with chlorine added for disinfection. Missouri River water
MRW) was collected from the Missouri River (near Jefferson City,

O, USA). Mississippi River water (MSW) was collected from the
ississippi River (near St. Louis, MO, USA). Maramec Spring water

MSW) was collected at Maramec Spring Park (MO, USA). Schu-
an Pond water (SPW) was collected in Rolla, MO (USA). An indoor

wimming pool water sample was obtained from a local recre-
tional swimming pool that had been treated using free chlorine
Rolla, MO, USA). All of the water samples were analyzed directly
or halogenated compounds by IC–ICP-MS, after filtration, without
ny other sample preparation.

. Results and discussion
.1. Separation

A total of 14 different bromo- and iodo-compounds (plus an
ptional internal standard, GeO2) were separated and detected

able 2
eak identification, retention time, and repeatability of retention (percent R.S.D.) for sam

ompound Abbreviation or formula Peak # M

ermanium dioxide GeO2 1 2
odate IO3

− 2 5
romate BrO3

− 3 7
onobromoacetic acid MBAA 4 8
onoiodoacetic acid MIAA 5 9

romide Br− 6 10
romochloroacetic acid BCAA 7 12
ribromoacetic acid DBAA 8 14
hloroiodoacetic acid CIAA 9 15
romoiodoacetic acid BIAA 10 18

odide I− 11 18
iiodoacetic acid DIAA 12 23
romodichloroacetic acid BDCAA 13 24
ibromochloroacetic acid DBCAA 14 30
ribromoacetic acid TBAA 15 37
Fig. 1. Chromatograms of 14 halogenated compounds (and GeO2 internal standard)
analyzed using the new IC–ICP-MS method. Peak identification is per Table 2.

within 39 min using this method. A representative chromatogram
for these 15 compounds is shown in Fig. 1. Peak identification, reten-
tion time, and precision within the same day and between days
are listed in Table 2. All of the 15 compounds were well separated
chromatographically and peaks showed very good symmetry. The
neutral species, GeO2, eluted at ∼2.8 min, had a very sharp peak.
Each of the other peaks eluted with retention times of 5.1–38 min.
Excellent reproducibility of retention time was observed with a rel-
ative standard deviation ranging from 0.03% to 0.28% for the same
day, and 0.39% to 1.46% for between days, over nine non-continuous
days within 1 month of testing time.

3.2. Calibration linearity

Calibration curves at concentration ranges of 1–1000 and
2.5–1000 �g L−1 for iodo- and bromo-compounds, respectively,
exhibited good linearity (R2 > 0.999) with the external standard
method.

3.3. Instrument and method detection limits

Estimated instrument detection limits (IDLs) and method detec-
tion limits (MDLs) for all bromo- and iodo-compounds in surface
water are shown in Table 3 for a 100 �L injection volume. At a signal-
to-noise ratio of 3, IDLs in DI water were 0.5–2.5 and 0.1–0.3 �g L−1

for the bromo- and iodo-compounds, respectively, using the exter-

nal standard method. MDLs for Missouri River water samples were
determined following the USEPA standard method. Specifically,
seven spike replicates were analyzed at a spiked concentration of
2–5 times the estimated instrument detection limit, with MDLs cal-
culated as the product of the standard deviation (s) and Student’s

e day and between day replicates.

inutes Retention Time
Same day R.S.D. (%) (n = 10) Between day R.S.D. (%) (n = 9)

.76

.17 0.16 1.10

.69 0.15 0.79

.19 0.15 1.24

.66 0.03 0.97

.88 0.03 0.51

.71 0.15 0.63

.59 0.10 0.56

.19 0.04 0.56

.04 0.05 0.39

.98 0.06 1.46

.40 0.09 0.42

.57 0.19 0.56

.11 0.04 0.43

.92 0.28 0.77
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Table 3
Estimated instrument detection limit (IDL) and method detection limits (MDL) in
Missouri River water (MRW) using external standard method.

Compound IDL (at S/N = 3) in DI
water (�g L−1)

MDL in Missouri River
water (�g L−1)

IO3
− 0.1 0.33

MIAA 0.1 0.40
CIAA 0.2 0.44
BIAA 0.3 0.72
I− 0.1 0.70
DIAA 0.2 0.36
BrO3

− 0.7 1.65
MBAA 0.7 2.54
Br− 0.5 NM
BCAA 1.0 2.63
DBAA 0.7 1.36
BDCAA 2.5 3.28
D
T
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B
B
D

N

BCAA 2.0 2.15
BAA 1.0 2.01

M = not measured.

(˛ = 0.01, d.f. = 6). In surface water samples, the MDLs (without an
nternal standard) ranged from 1.36 to 3.28 and 0.33 to 0.72 �g L−1

or bromo- and iodo-compounds, respectively.
These data demonstrated that this method is a sensitive and

seful method for IAAs, iodide, and iodate without sample pre-
oncentration or extraction. The sensitivity was also good for
romate at 1.65 �g L−1, which should satisfy the USEPA new reg-
latory limit level of 2.5 �g L−1 in the near future [4]. All MDLs
ere more than an order of magnitude below the MCL for HAA5

f 60 �g L−1. If greater sensitivity is desired, a larger injection
olume could be used (e.g., 500 �L, depending on instrument
onfiguration).

.4. Precision

The precision of the method was tested by multiple spiked
ample analysis for three natural waters under different concen-
ration ranges (Table 4). For drinking water from a groundwater

−1
upply spiked with 20 and 80 �g L of the iodo- and bromo-
ompounds, respectively, R.S.D.s ranged from 0.7% to 10.9%, with a
edian of 3.4%. For filtered Missouri River water (MRW), a spike of
and 10 �g L−1 of the iodo- and bromo-compounds, respectively,

esulted in R.S.D.s ranging from 1.1% to 12.8%, with a median of

able 4
recision and spike recovery (%) for drinking water (DW), Missouri River water (MRW) an

Drinking water (DW) Missouri River water (MRW)

20 I or 80 Br (�g L−1) (n = 4) 5 I or10 Br (�g L−1) (n = 5)

Mean
recovery

R.S.D. (%) Recovery
(%)

Mean
recovery

R.S.D. (%) Recovery
(%)

odate 21.0 0.7 105.2 5.4 0.71 101.9
odide 15.3 7.2 76.3 5.7 2.0 95.3

IAA 24.6 6.2 123.1 4.5 2.6 90.5
IAA 20.5 4.8 102.4 4.8 2.8 96.6
IAA 17.6 6.2 87.7 4.7 3.5 94.0

IAA 23.8 10.9 119.6 4.6 1.1 92.6

romate 80.7 2.5 100.9 9.8 3.5 97.8
romide 74.4 2.4 94.4 NM NM NM

BAA 80.6 3.2 100.7 7.6 12.8 76.2
BAA 80.3 2.4 100.4 7.6 5.9 76.0
BAA 82.3 2.2 102.9 6.7 9.9 67.4

CAA 80.0 4.0 100.0 9.9 4.01 98.8
DCAA 79.8 3.6 99.7 8.4 12.4 83.5
BCAA 84.2 1.2 105.3 9.8 5.2 98.4

M = not measured.
79 (2009) 523–527

3.5%. For the same MRW, a higher spike of 50 and 100 �g L−1 of
the iodo- and bromo-compounds, respectively, resulted in R.S.D.s
ranging from 0.4% to 6.4%, with a median of 2.8%. Method preci-
sion was also tested in pond water (SPW) at 100 and 400 �g L−1 of
the iodo- and bromo-compounds, respectively, resulting in R.S.D.s
ranging from 0.2% to 2.8%, with a median of 1.1%. These results indi-
cated that this method is highly reproducible and meets the USEPA
quality control precision criteria [16].

3.5. Spike recovery

To test method accuracy, spike recoveries for different levels of
analyte spikes were conducted and are summarized in Table 4 for
the external standard method. For drinking water from a ground-
water supply spiked with 20 and 80 �g L−1 of the iodo- and
bromo-compounds, respectively, spiked recoveries ranged from
76.3% to 123.1%, with a median of 100.8%. For MRW, a spike
of 5 and 10 �g L−1 of the iodo- and bromo-compounds, respec-
tively, resulted in spiked recoveries ranging from 67.4% to 101.9%,
with a median of 94%. For the same MRW, a higher spike of 50
and 100 �g L−1 of the iodo- and bromo-compounds, respectively,
resulted in spiked recoveries ranging from 90.7% to 106.3%, with a
median of 99.1%. Method accuracy was also tested in pond water
at 100 and 400 �g L−1 of the iodo- and bromo-compounds, respec-
tively, resulting in spiked recoveries ranging from 91.4% to 115.3%,
with a median of 102%. With a single exception (of 67.4% for the
5 �g L−1 spike of TBAA in drinking water), these recoveries are well
within the commonly accepted range of 70–130% indicated in the
USEPA method [16].

3.6. Water samples analysis

Each of the sources waters (i.e., DW, MRW, MSW, SPW, RSW, and
MPIW) was tested for the occurrence of all 14 compounds using the
external standard method. Only iodate, iodide, MBAA, and bromide
were detected in amounts above the method detection limits. The
results are tabulated in Table 5.
For the waters tested, the TOC ranged from 2.3 mg/L (for the Rolla
finished drinking water from a groundwater source) to 12.8 mg/L
(for the Rolla swimming pool water) (Table 5). Of all the sam-
ples tested, the Missouri River water (MRW) sample contained the
highest bromide and iodide concentrations of 75.6 and 0.86 �g L−1,

d Schuman Pond water (SPW) using external standard method.

Missouri River water (MRW) Schuman Pond water (SPW)

50 l or l00 Br (�g L−1) (n = 3) 100 I or 400 Br (�g L−1) (n = 3)

Mean
recovery

R.S.D. (%) Recovery
(%)

Mean
recovery

R.S.D. (%) Recovery
(%)

48.7 3.1 96.8 101.5 0.4 101.5
48.4 0.4 96.8 115.2 0.4 115.2

48.7 5.8 97.4 115.3 2.8 115.3
49.5 1.4 99.0 91.4 2.8 91.4
49.6 3.6 99.3 96.2 2.5 96.2

49.1 2.7 98.2 105.5 0.2 105.5

103.5 6.4 103.5 422.2 1.3 105.6
90.7 3.0 90.7 398.0 1.2 99.5

106.3 3.210 106.3 430.6 0.6 107.7
101.3 3.6 101.3 401.8 1.9 100.5
98.5 0.4 98.5 407.0 0.8 101.8

100.4 2.6 100.4 409.1 1.0 102.3
99.2 1.7 99.2 412.5 1.2 103.1

101.8 1.2 101.8 404.5 0.5 101.1
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Table 5
Total organic carbon (TOC) and all detected halogenated compounds in natural water and drinking water determined using external standard method (n = 2 or 3).

Sample ID TOC (mg/L) (R.S.D.,%) Iodate (�g L−1) (R.S.D.,%) Iodide (�g L−1) (R.S.D.,%) MBAA (�g L−1) (R.S.D.,%) Bromide (�g L−1) (R.S.D.,%)

DW—drinking (tap) water 2.30(0.07) 8.92(16.9) <0.7 <2.54 10.1(6.12)
MRW—Missouri River water 10.2(0.29) 0.2(3.87) 0.86(3.56) <2.54 75.6(2.95)
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SW—Meramec Spring Park water 7.34(0.19) 0.62(9.60)
PW—Schuman Pond water 11.7(0.09) 0.74(2.72)
SW—Rolla swimming pool water 12.8(0.19) 24.7(0.87)
SW—Mississippi River water 11.0(0.11) 0.29(0)

espectively. The highest iodate, at a concentration of 24.7 �g L−1,
as observed in the Rolla swimming pool water (RSW). The only
aloacetic acid observed in any of the waters was 192 �g L−1 of
BAA observed in the same chlorinated swimming pool water

RSW). All of the surface water samples tested were untreated nat-
ral waters and should not contain significant levels of HAAs. The
rinking water tested was from groundwater with a low concen-
ration of TOC and also should not have high levels of HAAs.

.7. Alternative internal standard method

As shown above, the IC–ICP-MS method was successfully devel-
ped using an external standard method (that is, without use of
n internal standard). An internal standard method was also tested
hat utilized GeO2 as the internal standard. The selection of GeO2
as based on work by Eickhorst et al. [23]. The purpose of including

nternal standards is to increase the robustness of a method, and to
orrect for injection and instrument variability. Preliminary results
or the internal standard method resulted in calibration curves with
ood linearity (R2 ranged from 0.996 to 0.999). It is suggested that if
n internal standard is required for a given application, use of GeO2
s likely a good candidate.

. Conclusion

A rapid and sensitive simultaneous detection method for iodide,
odate, bromide, bromate, four iodoacetic acids, and six bro-

oacetic acids was successfully developed, validated and applied
o natural and treated waters. The method is simple with no sample
reparation required, except for prefiltration.

This is the first single method reported to date to incorpo-
ate these bromo- and iodo-compounds in a single separation and
etection run, including all of the regulated bromoacetic acids, bro-
ate, and emerging iodoacetic acids, as well as their precursors.
ue to the high toxicity of bromo- and iodo-compounds, there are
any applications of interest for the method, including occurrence
onitoring, treatability, disinfection byproduct formation and con-

rol, and human exposure studies in drinking water, groundwater,
urface water, and swimming pool water. The method was also
pplied and validated in salt water and seawater systems (data not
hown). The method is especially valuable for monitoring the highly
oxic IAAs in treated drinking water that have been found recently
n most of the finished drinking water in the USA and Canada [9]. It
s also a very useful method for detecting the lower level of bromate

2.5 �g L−1 running annual average) [4].

While the MDLs are sufficiently low for most drinking water
pplications, lower detection limits could likely be achieved using a
arger injection volume, if needed (though this was not tested in this

ork). Immediate application of the method is needed, especially

[

[

[

<0.7 <2.54 60.6(1.22)
<0.7 <2.54 27.0(0.45)
<0.7 192(0.19) 12.8(3.35)
<0.7 <2.54 66.2(1.84)

in studies to assess the exposure of the general public to these toxic
DBPs of new and emerging concern.
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a b s t r a c t

A simplified procedure for correcting self-absorption effect was proposed in calibration-free laser-induced
breakdown spectroscopy (CF-LIBS). In typical LIBS measurement conditions, the plasma produced is often
optically thick, especially for the strong lines of major elements. The selection of self-absorption lines
destroys the performance of CF-LIBS, and the familiar correction method based on the curve of growth is
complex in implementation. The procedure we proposed, named internal reference for self-absorption
eywords:
IBS
elf-absorption
nternal reference
alibration-free quantitative analysis
oltzmann plot

correction (IRSAC), first chose an internal reference line for each species, then compared other spectral
line intensity of the same species with the reference line to estimate the self-absorption degrees of other
spectral lines, and finally achieved an optimal correction by a regressive algorithm. The self-absorption
effect of the selected reference line can be ignored, since the reference line with high excitation energy
of the upper level is slightly affected by the self-absorption. Through the IRSAC method, the points on
the Boltzmann plot become more regular, and the evaluations of the plasma temperature and material
composition are more accurate than the basic CF-LIBS.
. Introduction

Laser-induced breakdown spectroscopy (LIBS) is an analytical
echnique of atomic emission spectroscopy (AES) that laser-
enerated plasma is used as the emitting source. In LIBS, a pulsed
aser beam is focused by a lens on the target material, of which a
mall volume is intensely heated and thus brought to a transient
lasma state. With high temperature and high electron density, the
lasma state, in which the sampled material is broken down, vapor-

zed, atomized, and partially ionized, releases energy by emission
f radiation across a broad spectral range between 200 and 980 nm
1]. The atomic and ionic spectra are obtained by means of a spec-
rograph, thereby allowing elemental components of the target to
e identified and quantified.

Since the first analytical use of laser plasma for the spectrochem-
cal analysis of surfaces was published in 1963, the LIBS technique
as demonstrated its potential in qualitative and quantitative anal-

sis of elemental composition [2]. Compared with other atomic
mission spectral analysis techniques, the LIBS has many bene-
ts, such as the capability of multi-element simultaneous analysis,
pplicability to all sample types like solids, liquids, and gases, less

∗ Corresponding author. Tel.: +86 24 23970043.
E-mail addresses: sunlanxiang@sia.cn (L. Sun), yhb@sia.cn (H. Yu).

1 Tel.: +86 24 23970173.

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.066
© 2009 Elsevier B.V. All rights reserved.

sample requirement, lack of sample preparation, and quickness
of data acquisition. During the last two decades, the applications
of LIBS have increased considerably, including industrial produc-
tion control and quality assurance [3–5], environmental protection
[1,6–8], explorations of outer space [9], cultural heritage conserva-
tion [10], and medicinal studies [11].

Commonly, LIBS is used to determine the elemental composi-
tion of materials by calibration curves that require several reference
samples with the same matrices [12–14]. This method requires that
the measurement conditions of the reference samples match with
the measurement conditions of the objects analyzed. Moreover,
sometimes making the reference samples that have the abso-
lutely same matrices as the samples analyzed is difficult or even
impossible [9]. Consequently, the approach of calibration curves is
appropriate to laboratorial analysis and not compatible with field
analysis for variable circumstances or priori unknown samples.

In order to correct the matrix effect on the calibration curves,
a number of methods have been proposed [15–17]. The procedure
based on normalization with respect to a reference line can pro-
vide higher accuracy and reproducibility of the analytical results
than methods using simple line intensity [15]. Panne et al. pro-

pose a model which includes the equilibrium Saha and Boltzmann
relationships to correct the pulse-to-pulse variability of the plasma
electron temperature and density [16]. Chaleard et al. describe the
emission intensity of a line by using a model considering the elec-
tron temperature and total mass vaporized in the plasma plume
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17]. In their experimental conditions, they demonstrated that
he acoustic signal emitted by the plasma is proportional to the
aporized mass. Therefore, a correction for the matrix effect was
ccomplished by measuring the vaporized mass and plasma tem-
erature [17].

Another analytical approach of LIBS for quantifying the elemen-
al composition of materials is the calibration-free LIBS (CF-LIBS)
roposed by Ciucci et al. in 1999 [18]. The CF-LIBS determines the
oncentration of elements by using the mathematic models that
escribe the plasma emission, not requiring any calibration curves
nd reference samples. Hence, the CF-LIBS avoids the matrix effect
aused by the different matrices between the reference samples and
he objects analyzed, and is more suitable to field and on-line appli-
ations. The calculation of plasma temperature is a crucial point of
he procedure. To increase the reliability of temperature calculation,
aha–Boltzmann method can be used [19,20]. In Saha–Boltzmann
ethod, lines from atoms and ions of the same element are included

n the linear regression for enlarging the difference in the excita-
ion energies of upper levels thus improving the statistics. However,
he CF-LIBS method is often affected by the self-absorption effect,
specially for the major elements. In CF-LIBS, many spectral lines
ust be chosen, including some strong lines of major elements,

o draw a Boltzmann or Saha–Boltzmann plot. The self-absorption
ffect makes the intensity of selected lines at low excitation ener-
ies of upper levels lower than its theoretical value, and thus the
alculated plasma temperatures are higher and the intercepts are
ower than expected. Therefore, the accuracy of the quantitative
esults of the CF-LIBS method may be extremely destroyed by the
elf-absorption effect.

With the purpose for correcting the self-absorption effect, the
F-LIBS procedure has been updated by Bulajic et al., in which a
elf-absorption correction step is implemented by using a recur-
ive algorithm based on the curve of growth (COG) [21]. In order
o correct the self-absorption effect, the COGs of all the analytical
ines in the Boltzmann plot should be constructed. The construction
f the COGs requires calculating the plasma temperature, electron
ensity, Gaussian broadening, Lorentzian broadening and optical
ath length. The authors introduce a recursive algorithm to obtain
he Lorentzian broadening since it is difficult to calculate in theory.
hrough the correction procedure, the quantitative results show
significant improvement with respect to those obtained with-

ut self-absorption correction. However, this procedure is complex
nd time consuming, for it requires calculating theoretical values of
any variables and measuring the observed half-widths of all ana-

ytical lines. Furthermore, some theoretical values like Lorentzian
roadening are not easy to accurately calculate, and sometimes
he line half-widths are difficult to observe especially when line
verlaps exist.

In this paper, for CF-LIBS we propose a method called internal
eference for self-absorption correction (IRSAC) to correct self-
bsorption effect. In this method, we select an internal reference
ine for each species in order to evaluate the self-absorption degrees
f other spectral lines. The selected internal reference line with high
xcitation energy of the upper level is slightly affected by the self-
bsorption effect, and thus the self-absorption can be negligible.
ased on the self-absorption degrees obtained, other spectral line

ntensity can be iteratively corrected.

. Theoretical
.1. Calibration-free LIBS

The procedure of CF-LIBS has been described in detail by Ciucci
t al. [18]; therefore, we only introduce the basic characteristics of
his method for better depicting the procedure of IRSAC. Assuming
(2009) 388–395 389

the plasma is optically thin and in local thermodynamic equilibrium
(LTE) in the temporal window of signal acquisition, the measured
integral line intensity can be expressed as:

Iij
�
= FCsAij

gi

Us(T)
e−Ei/kBT (1)

where � is the wavelength corresponding to the transition between
two energy levels, Ei and Ej, of an atomic or ionic species s; Cs is the
number concentration of the emitting species s; Aij is the transition
probability for the given line; gi is the degeneracy of the i level; F
is a constant that takes into account the optical efficiency of the
collection system as well as the total plasma number density and
volume; kB is the Boltzmann constant; T is the plasma temperature;
Us(T) is the partition function for the emitting species.

The spectral parameters of Aij, gi and Ei can be obtained from
spectral databases, and the values of F, Cs and T must be determined
from the experimental data. By defining the following quantities

yi = ln
Iij
�

giAij
, xi = Ei, m = − 1

kBT
, qs = ln

CsF

Us(T)
, (2)

and taking the logarithms of the both sides, Eq. (1) can be rewritten
in a linear form:

yi = mxi + qs. (3)

According to Eq. (3), each line intensity can be represented as a
point in the Boltzmann plot with the above defined x and y coor-
dinates. For all species, these points lie on several parallel straight
lines with the same slope m and different intercepts qs. Since the
sum of the relative concentration of all species equal unity, the
experimental factor F can be determined using the following nor-
malization relation,∑

s

Cs = 1
F

∑
s

Us(T)eqs = 1 (4)

and the concentration of all the species in the sample can be
obtained by

Cs = 1
F

Us(T)eqs . (5)

The initial CF-LIBS method compensates for the matrix effect
by applying the basic equations derived from the LTE and optically
thin plasma assumptions, avoiding the need for any comparison
with calibration curves or reference samples. The plasma created
by laser ablation, however, is often optically thick for some spe-
cial wavelengths, and thus causes the spectral self-absorption and
pronounced nonlinearity in the Boltzmann plot. In the following
section, we will present a method for self-absorption correction to
improve the quantitative performance of the CF-LIBS.

2.2. Model of the IRSAC

In order to consider the self-absorption effect, we introduce
a self-absorption coefficient to correct the model of spectral line
intensity described in Eq. (1) as follows:

Iij
�
= f b

� FCsAij
gi

Us(T)
e−Ei/kBT (6)

where f b
�

is defined as the self-absorption coefficient at the wave-
length �, with the value between 0 and 1. f b

�
= 0 denotes the spectral

line is absolutely reabsorbed along the optical path, while f b
�
= 1
denotes the spectral line is not affected by self-absorption effect.
Generally, the self-absorption effect is strong for the lines

with low excitation energies of upper levels and high transition
probabilities, especially for the resonant lines; otherwise, the self-
absorption effect is weak for the lines with high excitation energies
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Î

o
B
b
r

2

c
e
i
c
i
o
t
o
c
m
c

d
d
a
p
c
i
r
i
e
c
e
t
t
W
fi
a
t

90 L. Sun, H. Yu / Tala

f upper levels. Therefore, an approximate measurement of the self-
bsorption coefficient can be obtained by the intensity ratios of
ther emission lines to an internal reference line for each species:

f b
�

f b
�R

= Iij
�

Imn
�R

Amngm

Aijgi
e−Em−Ei/kBT (7)

here �R, Imn
�R

and f b
�R

are the wavelength, spectral line intensity and
elf-absorption coefficient of the internal reference line, and the
mn, gm and Em are the spectral parameters related to the transition
etween energy levels of m and n.

If we select the internal reference line with a low transition prob-
bility Amn or a high excitation energy level Em, the self-absorption
ffect of the internal reference line can be negligible, and thus
b
�R
≈ 1. Therefore, the self-absorption coefficient of other emission

ines can be evaluated based on the following equation,

b
� =

Iij
�

Amngm

Imn
�R

Aijgi
e−Em−Ei/kBT . (8)

Consequently, the corrected spectral line intensities that the
ines would have in the absence of self-absorption can be approx-
mated from the ratios of the measured line intensities to the
elf-absorption coefficient:

ij
�
= Iij

�

f b
�

=
Imn
�R

Aijgi

Amngm
eEm−Ei/kBT . (9)

By Eq. (9), the self-absorption correction for each line can be
btained. When these corrections are applied to each point in the
oltzmann plot, the spread of points from each species around the
est fit line will be reduced, and thus more accurate quantitative
esults will be obtained.

.3. Algorithm description of the IRSAC

According to Eq. (8), the calculation of the self-absorption coeffi-
ients requires the plasma temperature, which can be preliminarily
valuated from the Boltzmann plot without any correction. The line
ntensities corrected by the previous temperature are used to cal-
ulate a new temperature. Since the evaluation of the temperatures
nteracts with the evaluation of the self-absorption coefficients, the
ptimal self-absorption coefficients can be determined by an itera-
ive procedure until the convergence of the correlation coefficients
n the Boltzmann plot. When the correlation coefficients come into
onvergence, the corrected points will well linearly lie on the Boltz-
ann plot, and the temperatures calculated from two iterations will

hange little.
Assuming that there is a good linear relation between xi and yi

efined as Eq. (2) on the Boltzmann plot, when the self-absorption
oes not exist for all lines, three cases are possible after the iter-
tive process: (1) if all lines do not need correction, the iterative
rocess will little modify the intensity of all lines, thus keeping the
orrected fitting line nearly same as the one before correction; (2)
f only some lines need correction, the iteration will greatly cor-
ect these scattered points on the Boltzmann plot, and accordingly
mprove the temperature and intercepts estimation; (3) if most or
ven all lines need to be corrected, though the correlation coeffi-
ients come into convergence, the corrected fitting line is not our
xpected. In case 3, the corrected temperature will still be higher
han the real value, at the same time the intercept will still be lower

han expected. This case generally happens on the matrix element.

e can determine whether this case has happened by judging if the
tting lines of all species are nearly parallel after the previous iter-
tive correction. If they are not nearly parallel, for the species with
he highest temperature estimated, we suggest setting the initial
(2009) 388–395

temperature of this specific species as the mean value of the tem-
peratures determined by all species, and then repeating iterative
correction until all fitting lines are nearly parallel. By this manner,
we finally obtain the stable plasma temperature and intercepts.

The determination of the internal reference line is another cru-
cial point of the procedure. Selecting one single reference line to
correct other lines reflects in a large uncertainty on the results,
due to statistical fluctuations or possible unrecognized systematic
bias affecting the intensity. Therefore, we use the fitted value of
the reference line on the Boltzmann plot instead of the actual value
obtained by experiments. The fitted value is defined as the value
on the position of the energy level Em on the fitting line based on
Eq. (3). The fitted value is an integration of lines with the energy
levels close to the energy level of the reference line, and thus is rel-
atively stable. Based on the fitted value, the correction of other lines
is not sensitive to the selection of the reference line, as long as the
energy level of the reference line is not extremely low for avoiding
the self-absorption of the reference line.

We should note that, some self-absorption coefficients deter-
mined by Eq. (8) are bigger than one. There are many possible
reasons for this situation, such as the self-absorption of the ref-
erence line, the statistical fluctuation of the transition probability,
and the measurement errors of the line intensity. Anyway, the inte-
grated effect of these reasons makes the self-absorption of the lines
with self-absorption coefficients more than one negligible. There-
fore, we will not change the intensity of these lines. The outline of
the IRSAC is described in Fig. 1.

2.4. Experimental

A schematic representation of the instrument set-up is shown
in Fig. 2. The laser source is a Q-switched Nd:YAG laser (CFR200
Nd:YAG from Big Sky Laser) with maximum pulse energy of 200 mJ,
pulse width of 10 ns, wavelength of 1064 nm, and repetition rate
of 1–15 Hz. The sample is placed on an x-y-z manually controlled
stage, and the laser beam is focused on the sample surface by a
convergent lens of 75 mm focal length. The optical radiation is col-
lected by a 7-fiber bundle and sent to the LIBS2500-7 spectrometers
(from Ocean Optics, Inc.) for analysis. With seven 2048-pixel linear
CCD array detectors, the LIBS2500-7, which has a wide broadband
(200–980 nm) corresponding to seven high-resolution (∼0.1 nm at
FWHM) spectrometers, is connected to a PC that is used for storage
and analysis of spectral signal.

An aluminum-based alloy, an iron–chromium alloy, and an
iron–chromium–nickel alloy sample of known compositions were
used to test the IRSAC method to the CF-LIBS procedure.
In our experiments, the laser power is fixed at 200 mJ for
the aluminum alloy and 130 mJ for the iron–chromium and
iron–chromium–nickel alloys. For each position of the sample sur-
face, 50 laser shots were used for cleanness before data acquisition.

At the initiation of the laser-induced plasma, continuum back-
ground is very intense and unfavorable for quantitative analysis.
In order to obtain a maximum signal-to-noise ratio (SNR), the
acquisition gate and the time delay between the laser pulse and
the beginning of the acquisition should be set at proper values.
Limited by our detectors, the integration gate width was fixed
at 1 ms, which is the minimal value of the detectors. This inte-
gration time is much wider than the life time of plasma, which
is generally between one microsecond to tens of microseconds.
With the integration time of 1 ms, the temperatures determined
by Boltzmann plots are meaningless, since the line intensities are

almost integrated over the whole life time of plasma. In order to
solve this restriction, for each sample we collected two groups
of spectrum under two different time delays. For the aluminum
alloy sample, the two time delays are 2.5 �s and 5.0 �s, and for
the iron–chromium and iron–chromium–nickel alloy samples are
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Al, Cr, Fe, and Ni, most of their analytical lines with low excita-
tion energies of upper levels exhibit strong self-absorption. The
self-absorption effect causes their plasma temperature calculated
ig. 1. Flow diagram of the proposed internal reference for self-absorption correc-
ion algorithm.

.83 �s and 4.17 �s. Each of groups included 100 spectra obtained
t 5 different positions of the sample surface. After averaging the
00 spectra, we used the difference of the average values of the
wo groups as the final analytical spectrum. By this manner, the
ime delay is corresponding to 2.5 �s for the aluminum alloy and
.83 �s for the iron–chromium and iron–chromium–nickel alloys,

nd the acquisition gate is corresponding to 2.5 �s and 3.34 �s,
espectively.

Fig. 2. Schematic experimental setup.
Fig. 3. One hundred shots averaged LIBS spectrum of the aluminum alloy sample
obtained after 50 laser shots surface preparation.

3. Results and discussion

3.1. Selection of analytical lines

Figs. 3 and 4 show the typical processed LIBS spectrum of the alu-
minum alloy and the iron–chromium alloy samples. In typical LIBS
measurement conditions, only neutral atomic species and singly
ionized species are present to a significant degree, and accordingly
we only considered the two kinds of species. The selected analyt-
ical lines for the three samples are listed in Tables 1–3, and the
boldfaced numbers in tables represent the selected reference lines.

For the aluminum alloy sample, the energy levels of the observed
ionic lines of Cu and Al elements were very convergent, and thus
were not suitable to build their fitting lines on the Boltzmann plot.
Therefore, we did not list the ionic lines of the two elements. For
other species, we chose many lines in order to better reveal the cor-
rection process and reduce the effect of some specific lines with
large fluctuation. In fact, we need not use all of the listed as analyt-
ical lines. The reference lines are not restricted to the selected, and
other lines can be chosen only if they have near excitation energies
of upper levels.

3.2. Boltzmann plots before and after self-absorption correction

The Boltzmann plots, determined by the basic CF-LIBS method
and IRSAC method, are shown in Figs. 5–10. From Figs. 5, 7 and 9,
before correction, the self-absorption lines make the points on
Boltzmann plots very scattered. Moreover, for the matrix elements,
higher than real values, the intercepts lower than expected, and
finally large errors in the quantitative results.

Fig. 4. One hundred shots averaged LIBS spectrum of the iron-chromium alloy sam-
ple obtained after 50 laser shots surface preparation.
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Table 1
List of spectral lines used for building the Boltzmann plot for the aluminum-based
alloy sample.

Species Wavelength (nm)

Al I 226.35 226.91 236.71 237.31 257.51 265.25 266.04 305.47
305.71 306.43 306.61 308.22 309.27 394.40 396.15 669.60

Cu I 217.90 219.98 324.75 327.40 330.79 360.20 510.55 521.82
Mn I 279.83 322.81 354.78 356.95 357.79 380.67 403.08 403.31

404.14 423.53 445.16 446.20 476.24 478.34 482.23
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Table 3
List of spectral lines used for building the Boltzmann plot for the
iron–chromium–nickel alloy sample.

Species Wavelength (nm)

Fe I 305.74 305.91 306.72 322.78 328.68 330.64 339.93 342.71
344.06 346.59 347.55 349.06 349.78 351.38 352.13 353.32
353.66 355.49 355.85 356.54 357.01 358.12 358.53 361.88
363.15 364.04 364.78 367.99 368.75 370.56 370.92 371.99
372.26 372.76 373.49 373.71 374.34 374.56 374.83 374.95
375.82 376.38 376.72 378.79 379.50 379.75 379.85 379.95
380.53 380.67 381.30 381.58 382.04 382.59 382.78 383.42
384.10 385.00 385.99 387.25

Fe II 225.18 232.74 233.13 233.28 233.80 234.35 234.83 235.45
235.91 236.20 236.48 236.86 237.37 238.20 238.86 239.56
239.92 240.49 240.67 241.05 241.33 241.79 242.41 242.84
243.29 243.47 243.50 243.93 244.45 245.46 245.88 246.19
246.49 247.07 247.24 248.27 249.33 249.89 250.33 251.18
251.44 251.90 252.54 252.95 253.36 253.90 254.87 256.25
256.69 258.26 258.59 259.94 260.71 261.19 261.38 261.76
262.17 262.57 262.83 263.13 266.47 266.66 268.48 269.26
270.40 271.44 272.75 273.70 273.95 274.32 274.65 274.93
275.57 278.37 294.44 300.26

Cr I 300.09 301.49 301.76 302.16 303.70 304.08 325.78 343.36
357.87 359.35 360.53 385.76 391.92 397.67 398.39 399.00
399.11

Cr II 302.66 311.86 312.04 312.50 312.87 313.67 314.72 318.07
319.71 320.92 321.74 323.41 323.88 326.43 327.01 329.54
n II 255.86 259.37 260.57 261.81 262.56 263.82 267.26 270.17
270.57 270.84 271.03 288.96 293.31 293.93 294.92 344.20

he boldfaced number is the reference line used for correcting the self-absorption
ffect.

After correction based on our proposed IRSAC method (see
igs. 6, 8 and 10), points on the Boltzmann plots linearly stretch,
nd all the fitting lines are almost parallel. As above described, in
he correction process three cases happened for different species.
or Cu I and Mn I, because lines of them are not affected by self-
bsorption, the correction process only slightly changed their line
ntensities, and the slops and intercept of their fitting lines are
early not changed. For Mn II, Cr II and Fe I, some lines are strongly
ffected by self-absorption while some lines not. The correction
rocess greatly regulates those scattered points on the Boltzmann

lots, and attains expected plasma temperatures and intercepts by
hese species themselves. Nevertheless, for the species Al I, Cr I, Fe II,
i I and Ni II, because almost all lines at low energy levels encounter

eriously self-absorption, their correction process should fall back
n the temperature information from other species. Since almost

able 2
ist of spectral lines used for building the Boltzmann plot for the iron–chromium
lloy sample.

pecies Wavelength (nm)

e I 248.33 248.81 249.06 252.28 271.90 278.81 305.74 305.91
306.72 322.78 328.68 330.64 339.93 342.71 344.06 346.59
347.55 349.06 349.78 351.38 352.13 353.32 353.66 355.49
355.85 356.54 357.01 358.12 358.53 361.88 363.15 364.04
364.78 367.99 368.75 370.56 370.92 371.99 372.26 372.76
373.49 373.71 374.34 374.56 374.83 374.95 375.82 376.38
376.72 378.79 379.50 379.75 379.85 379.95 380.53 380.67
381.30 381.58 382.04 382.59 382.78 383.42 384.10 385.00
385.99 387.25

e II 225.18 232.74 233.13 233.28 233.80 234.35 234.83 235.45
235.91 236.20 236.48 236.86 237.37 238.20 238.86 239.56
239.92 240.49 240.67 241.05 241.33 241.79 242.41 242.84
243.29 243.47 243.50 243.93 244.45 245.46 245.88 246.19
246.49 247.07 247.24 248.27 249.33 249.89 250.33 251.18
251.44 251.90 252.54 252.95 253.36 253.90 254.87 256.25
256.69 258.26 258.59 259.94 260.71 261.19 261.38 261.76
262.17 262.57 262.83 263.13 266.47 266.66 268.48 269.26
270.40 271.44 272.75 273.70 273.95 274.32 274.65 274.93
275.57 278.37 294.44 300.26

r I 278.07 288.92 289.67 291.11 298.86 300.09 301.49 301.76
302.16 303.70 304.08 325.78 343.36 357.87 359.35 360.53
385.76 391.92 397.67 398.39 399.00 399.11 417.93 425.43
427.48 428.97 433.94 435.18 520.45 520.60 520.84

r II 203.99 205.56 206.16 206.55 212.99 224.36 225.60 225.77
229.72 230.72 231.94 265.36 265.86 266.34 266.60 266.87
267.18 267.72 268.71 269.10 269.87 271.23 272.27 274.20
274.36 275.77 276.65 279.22 280.08 281.20 281.84 282.24
283.05 283.56 284.00 284.32 284.98 285.57 285.89 286.09
286.26 286.51 286.67 287.04 287.35 287.62 288.09 289.85
292.12 292.37 292.81 293.51 295.33 296.17 297.19 297.97
298.53 302.66 311.86 312.04 312.50 312.87 313.67 314.72
318.07 319.71 320.92 321.74 323.41 323.88 326.43 327.01
329.54 332.83 333.63 333.98 334.26 334.78 335.85 336.03
336.80 338.27 339.43 340.33 340.88 342.27

he boldfaced number is the reference line used for correcting the self-absorption
ffect.

332.83 333.63 333.98 334.26 334.78 335.85 336.03 336.80
338.27 339.43 340.33 340.88 342.27

Ni I 298.16 300.36 301.20 303.79 305.08 305.43 306.46 310.16
313.41 320.21 322.13 328.28 336.96 338.06 339.30 341.48
342.37 344.63 345.85 346.16 347.25 348.38 349.30 351.03
351.50 351.62 351.86 352.45 356.64 359.77 361.94 388.97
391.23 394.41 397.05 397.46

Ni II 210.80 211.35 216.56 216.91 217.47 217.71 218.46 220.14
221.32 331.65 222.04 222.30 226.45 227.88 228.71 229.71

229.83 230.01 230.30 231.60 234.12 234.53

The boldfaced number is the reference line used for correcting the self-absorption
effect.

all measured line intensities of Al I, Cr I, Fe II, Ni I and Ni II have
been corrected based on theoretical values determined by Eq. (9),
almost all points of Al I and Fe II are on the fitting lines.
3.3. Calculation of elemental concentration

The concentration of neutral atoms and singly charged ions can
be both deduced by qs in Eq. (2). In this manner, we need find many

Fig. 5. Initial Boltzmann plot derived from the raw line intensity of the aluminum
alloy sample.
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ig. 6. Boltzmann plot corrected by the IRSAC for the aluminum alloy sample.

nalytical lines with large difference in the excitation energies of
pper levels for both neutral atoms and singly charged ions. In
xperiments, we found not all elements satisfy this condition. For
he aluminum alloy sample, the energy levels of the ionic lines of Cu

nd Al elements were very convergent, and thus were not suitable
o build their fitting lines. Therefore, we used another manner to
alculate the ionic concentration of the two elements, and did not
onsider their ionic lines. We estimated the concentration of singly

ig. 7. Initial Boltzmann plot derived from the raw line intensity of the
ron–chromium alloy sample (a) for neutral species, and (b) for singly ionized
pecies.
Fig. 8. Boltzmann plot corrected by the IRSAC for the iron–chromium alloy sample.

charged ions by Saha equation, which relating the number density
of neutral and singly ionized species can be written as

ne
nII
= (2�mekBT)3/2 2UII(T)

e−Eion/kBT (10)

nI h3 UI(T)

where ne is the plasma electron density (cm−3), nI and nII are
the number densities of neutral atomic species and single ionized
species, respectively, me is the electron mass (g), h is Planck’s con-

Fig. 9. Initial Boltzmann plot derived from the raw line intensity of the
iron–chromium–nickel alloy sample (a) for neutral species, and (b) for singly ionized
species.
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ig. 10. Boltzmann plot corrected by the IRSAC for the iron–chromium–nickel alloy
ample.

tant (eV s), Eion is the ionization energy of the element, and the
ther symbols were defined above.

The plasma electron density, which must be known before using
aha equation, can be calculated through the determination of the
tark broadening of the H� line as follows [22]:

e(H�) = 8.02× 1012

(
��1/2

˛1/2

)3/2

cm−3 (11)

here ��1/2 is the full width at half maximum (FWHM) of the H�

ine, and ˛1/2 is the half width of the reduced Stark profiles and is
weak function of electron density and temperature. The values of
1/2 can be found in Ref. [23].

In order to obtain the Stark broadening, we used the Voigt
unction to fit the H�, and then deconvoluted the Doppler and
nstrumental components. In this experimental condition, the
oppler broadening at the temperature of 10,000 K approximated

o 0.08 nm, and the instrumental broadening approximated to
.07 nm. Therefore, we finally obtained the electron density, ne,
pproximating to 1.3×1017 cm−3 for the two samples. Knowing the
lectron density and concentration of neutral species, the concen-

ration of singly ionized species can be obtained from the above
aha equation, Eq. (10).

The quantitative results determined by the basic CF-LIBS and our
roposed IRSAC method are given in Table 4. Before self-absorption

able 4
uantitative results for the aluminum-based alloy, iron–chromium alloy and

ron–chromium–nickel alloy studied in present work.

lement Concentration (wt%) Relative standard
deviation (%)

Certified value Basic CF-LIBS IRSAC IRSAC

luminum alloy
Cu 3.99 89.54 4.79 20.05
Mn 0.81 0.45 0.47 41.98
Al 83.89 4.40 83.46 0.51
Other elements 11.31 – –

ron–chromium alloy
Cr 14.26 28.07 13.32 6.59
Fe 84.54 71.93 86.68 2.53
Other elements 1.2 – –

ron–chromium–nickel alloy
Cr 28.24 68.92 29.90 5.88
Fe 40.57 21.25 41.61 2.56
Ni 24.28 2.91 21.59 11.08
Other elements 6.91 – –
(2009) 388–395

correction, the intercepts of Al I, Fe II and Ni II are largely lower
than real values, inducing huge errors in the calculation of the con-
centration. Because the CF-LIBS method utilizes the relation that
the sum of the concentration of all elements equals one, the quan-
titative result of a certain species will affect the results of other
elements. Therefore, for the element Al, Fe and Ni, the concentra-
tion calculated based on the basic CF-LIBS is extremely small, and
for the other elements is exceptionally large.

By IRSAC method, the quantitative results of all elements except
Mn acquire a notably improvement. Since all these quantitative
results are based on the calibration-free method, the calculation
errors of one element will affect the quantitative results of other ele-
ments. For example, though only a relative error of 0.5% is brought
by the matrix element Al, this error will produce a fatal effect for the
concentration estimation of minor elements. Consequently, though
the IRSAC method can greatly improve the quantitative results
based on CF-LIBS, we can just utilize them as a semi-quantitative
method for minor elements. However, if the concentration of the
matrix element is known beforehand and the concentrations of
other elements have same orders of magnitude, then more accuracy
quantitative results will be obtained.

4. Conclusion

In laser-induced breakdown spectroscopy, the plasma produced
is often optically thick, especially for the strong lines of major ele-
ments. The measured spectral intensities of self-absorbed lines are
lower than expected, which induces low concentration predictions
for the elements analyzed. In order to correct the self-absorption
effect, we proposed a recursive algorithm called IRSAC, which
selects an internal reference line for each species as a standard line,
estimates self-absorption levels of other lines based on the refer-
ence line, and finally obtains an optimal correction by a regressive
procedure.

After the execution of the IRSAC, the corrected points on the
Boltzmann plot are more regular, and consequently the plasma
temperature and quantitative results are more accurate than the
ones obtained by the basic CF-LIBS. Compared with the procedure
of the self-absorption correction based on COG, the proposed IRSAC
method does not require the values of quite so many quantities, like
the Gaussian and Lorentzian broadenings of analytical lines, and
thus can be more easily implemented.
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a b s t r a c t

A novel chemiluminescence (CL) reaction system with bis(hydrogenperiodato) argentate(III) com-
plex anion (Ag(III) complex, [Ag(HIO6)2]5−), for the first time, is developed for the determination of
lomefloxacin (LMFX), enrofloxacin (ENLX) and pefloxacin (PFLX). The possible CL emission mecha-
nism was discussed by comparing the fluorescence emission with CL spectra. The CL conditions of
[Ag(HIO6)2]5−–H2SO4–LMFX/ENLX/PFLX systems were investigated and optimized. Under the optimized
experimental conditions, the CL intensity is proportional to the concentration of the drugs in the range
0.2994–36.80×10−7 g mL−1 for LMFX, 4.00–30.0×10−7 g mL−1 for ENLX and 1.54–27.64×10−7 g mL−1

−9 −1 −9 −1

g(III) complex
omefloxacin
nrofloxacin
efloxacin
harmaceutical preparations
rine

for PFLX. The limit of detection (s/n = 3) was 9.1×10 g mL for LMFX, 3.1×10 g mL for ENLX and
4.4×10−9 g mL−1 for PFLX. The recovery of LMFX, ENLX and PELX from the spiked pharmaceutical prepa-
rations was in the range of 92.3–105% with the RSDs of 0.5–2.7%. For urine, serum and milk samples
the recoveries of the three drugs were in the range of 85.1–107% for LMFX with the RSDs of 2.3–3.4%.
80.2–112% for ENLX with the RSDs of 1.4–2.8%, and 87.8–114% for PFLX with the RSDs of 1.6–2.7%. The
proposed method was applied successfully to the determination of these compounds in real samples.
erum
ilk

. Introduction

Chemiluminescence (CL) is known to be a powerful analyt-
cal technique that promises high sensitivity, wide linear range
nd simple instrumentation and has been applied for biomedi-
al, pharmaceutical, clinical and food analysis [1–5]. A series of CL
eagents were utilized, including acidic potassium permanganate,
anganese(III) and manganese(IV) [6–8], Ce(IV) [9,10], luminol

11–13], peroxyoxalate[14] and Ru(bipy)3
3+ [15–17]. Some reagents,

uch as formaldehyde [2], peroxynitrous acid [18], lanthanide ions
10,19,20] and gold nanoparticle [21], were selected as a sensitizing
eagent in a CL system. In the recent years several electrogenerated
xidants were applied for the CL analysis of drugs [22–26].

Several CL method with different reaction systems were used
or the analysis of lomefloxacin (LMFX), such as KIO4-isoniazid
ystem [27], luminol–KIO4–calcein system [28], Ce(IV)–rhodamine

G system [29], gold nanoparticles–luminol–hydrogen peroxide
ystem[30] and terbium–Ce(IV)–H2SO3 system[31]. The detection
imit of these methods was in the range from 3.0×10−7 g mL−1 to
.0×10−9 g mL−1. An electrogenerate CL method was presented for

∗ Corresponding author. Tel.: +86 312 5079719; fax: +86 312 5079739.
E-mail address: hanwenhbu@yahoo.com.cn (H. Sun).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.008
© 2009 Elsevier B.V. All rights reserved.

the determination of pefloxacin (PFLX) with a detection limit of
8.0×10−9 g mL−1 [32]. There is few report for the determination of
enrofloxacin (ENLX) by using CL method.

In our previous works CL methods for the determination of
LMFX were reported by using Ce(IV)–sulfite system with a limit
of detection (LOD) of 3×10−9 g mL−1 [33]. Capillary electrophore-
sis with CL detection was described for simultaneous determination
of lomefloxacin, proline and lidocaine in human urine with a LOD of
6×10−8 g mL−1 for LMFX [34]. Otherwise, mechanistic insights into
the reaction between bis(hydrogenperiodato) argentate(III) com-
plex anion (Ag(III) complex, [Ag(HIO6)2]5−) and some medicines
under alkaline medium has been performed [35–38]. To our knowl-
edge, there is no report using the Ag(III) complex to CL. This
work focuses on researching and developing a new and sensitive
Ag(III) complex CL reaction systems for fluoroquinolones synthetic
antibiotics, their CL mechanism and application in pharmaceutical
preparation, biological fluid and milk samples.

2. Experimental
2.1. Chemicals and solution

The following reagents were used: sodium periodate (NaIO4,
99.5%) was purchased from Tianjin Kermel Chemical Reagent Com-
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The investigation of the CL intensity–time profiles was per-
formed with the static CL analysis. In a 10-mL calibrated flask,
0.2 mL fluoroquinolones and 0.2 mL H2SO4 were mixed, then 1 mL
[Ag(HIO6)2]5− (1.4×10−4 mol L−1) was injected into the reaction
ig. 1. Schematic diagram of flow injection CL analysis system. P, peristaltic pump;
, sampling inlet valve; C, flowing cell; PMT, photomultiplier tube; AMP, amplifier;
V, high voltage; R, recorder; W, waste; a, sample solution; b, H2SO4 solution; c,

Ag(HIO6)2]5−solution.

any (Tianjin, China); potassium peroxydisulfate (K2S2O8, 99.5%)
as purchased from Beijing Chemical Reagent Company (Beijing,
hina). Silver nitrate (AgNO3, 99.8%) and potassium hydroxide
KOH, 82%) were purchased from Tianjin Damao Chemical Reagent
ompany (Tianjin, China). All chemicals were of analytical reagent
rade and used without further purification, and deionized water
as used throughout.

The Ag(III) complex, [Ag(HIO6)2]5−, was prepared by oxidizing
g(I) in the alkaline medium according the known method [39]. The
omplex was characterized by UV/vis spectrum, which exhibits two
bsorb peak at 362±1 nm and 252.6±0.4 nm. The concentration
f Ag(III) complex solutions prepared is determined accord to the
iterature [40].

LMFX, ENLX and PFLX were purchased from Institute of Medici-
al Biotechnology (Beijing, China). Stock standard solution of LMFX,
NLX and PFLX (5.0×10−4 g mL−1) alone was prepared by dissolv-
ng 25.0 mg the compound in 1 mL of 0.2 M HCl and diluting with
eionized water to 50 mL. The [Ag(HIO6)2]5−–H2SO4 working solu-
ions were prepared daily and diluted as required.

.2. Apparatus

The FI system, as shown in Fig. 1, is a MPI-B-FICL analysis sys-
em (Xi’an Remex Electronic Science Tech Co. Ltd., Xi’an, China)
onsisted of two peristaltic pumps working at a constant flow rate
70 rpm) and a six-way injection valve with a sample loop (120 �L),
hich is automatically operated by a computer equipped operation

ystem of MPI-B flow injection analysis. PTFE tubing (0.8 mm i.d.)
as used to connect all components in the flow system. The flow

ell is a twisted glass tube, with a large surface area exposed to the
djacent photomultiplier tube (PMT, operated at −800 V).

Fluorescence spectra were recorded with an RF-5301PC Spec-
rofluorometer (Shimadzu, Japan) for studying CL mechanism. CL
pectra were recorded by using a CL analyzer with 10 light filters in
he range of 400–650 nm (Biophysics Institute of Chinese Academy
f Science, Beijing, China). UV data were measured with an UV-265
pectrophotometer (Shimadzu, Japan).

.3. Sample treatment

.3.1. Procedure for dosage forms
Ten tablets were weighed and pulverized. An accurately weighed

mount of the powder equivalent to 10.0 mg of the drug was dis-
olved with 3 mL of 0.1 M HCl in a small beaker and transferred into
100-mL volumetric flask and diluted to the mark with deionized
ater. It was sonicated for 20 min, then filtered and the residue was
ashed with deionized water several times, then it was transferred
nto a 100-mL volumetric flask and diluted to the mark with deion-
zed water. The working solutions were prepared by appropriate
ilutions so that the final concentration was in the linear range.
he nominal content of the tablets was calculated either from a
reviously plotted calibration graph.
(2009) 134–140 135

The sample of LMFX injection was confected by mixing five
bottles of the injections selected randomly from same group. The
working solution was directly diluted with deionized water. The
injection sample of ENLX and PELX was made in the same way as
LMFX.

2.3.2. Procedure for urine and serum
Urine and serum samples were provided by Hospital of Hebei

University. 1.0 g PbO2 powder was added in 5.0 mL of blank urine,
and followed by stirring for 10 min to eliminate urine acid, thiourea
and ascorbic acid, etc. After centrifugation for 10 min at 10,000 rpm,
the supernatant was filtrated, then the filtrate was applied to a
cation exchange column (4 cm×1.2 cm) for clean up. The clear
liquid was diluted with deionized water to make different concen-
trations of fluoroquinolones in the linear range. The protein of a
1-mL volume of serum sample was removed by adding 4.0 mL 10%
trichloroacetic acid (CCl3COOH) in a centrifuge tube, which was
shaken for 5 min, then centrifuged for 10 min at 10,000 rpm. The
supernatant was diluted with deionized water to make different
concentrations of fluoroquinolones in the linear range.

2.3.3. Procedure for milk
Milk samples were purchased from market. 30 mL 1%

trichloroacetic acid (CCl3COOH) and 1 mL 2.2% lead acetate were
added in 3.0 g of blank milk in a centrifuge tube. The mixed solution
was treated through the sonication for 20 min for eliminating pro-
teins and extracting fluoroquinolones, then centrifuged for 10 min
at 10,000 rpm. The supernatant was diluted with deionized water
so as to make different concentrations of fluoroquinolones in the
linear range.

2.4. Analytical procedure
Fig. 2. Kinetic characteristic of the CL reaction of [Ag(HIO6)2]5−–
H2SO4–fluoroquinolone. [Ag(HIO6)2]5− , 1.4×10−4 M; H2SO4, 1.0 M; LMFX,
3.0×10−7 g mL−1; ENLX, 3.8×10−7 g mL−1; PFLX, 3.2×10−7 g mL−1.
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Fig. 3. Fluorescence emission spectra (a) of [Ag(HIO6)2]5− (1) and [Ag(HIO6)2]5−–H2SO4 (2) and CL spectra (b) of [Ag(HIO6)2]5−–H2SO4. (a) �ex = 290 nm; [Ag(HIO6)2]5− ,
2.8×10−5 M; H2SO4, 4×10−2 M. (b) [Ag(HIO6)2]5−–H2SO4; [Ag(HIO6)2]5− , 1.4×10−4 M; H2SO4, 1.0 M.

Fig. 4. Fluorescence emission spectra (a) and CL spectra (b). (a) (1) LMFX, (2) LMFX–H2SO4, (3) [Ag(HIO6)2]5−–LMFX, and (4) [Ag(HIO6)2]5−–H2SO4–LMFX; �ex = 290 nm; LMFX,
1.26×10−8 g mL−1; [Ag(HIO6)2]5− , 2.8×10−5 M; H2SO4, 4×10−2 M. (b) [Ag(HIO6)2]5−–H2SO4–LMFX; [Ag(HIO6)2]5− , 1.4×10−4 M; H2SO4, 1.0 M; LMFX, 1.57×10−5 g mL−1.

F
1

F
3

ig. 5. Fluorescence spectra (a) and CL spectra (b). (a) (1) ENLX, (2) ENLX–H2SO4, (3
.26×10−8 g mL−1; [Ag(HIO6)2]5− , 2.8×10−5 M; H2SO4, 4×10−2 M. (b) [Ag(HIO6)2]5−–H2

ig. 6. Fluorescence spectra (a) and CL spectra (b). (a) (1) PFLX, (2) PFLX–H2SO4, (3
.20×10−9 g mL−1; [Ag(HIO6)2]5− , 2.8×10−5 M; H2SO4, 4×10−2 M. (b) [Ag(HIO6)2]5−–H2
) [Ag(HIO6)2]5−–ENLX, and (4) [Ag(HIO6)2]5−–H2SO4–ENLX; �ex = 270 nm; ENLX,
SO4–ENLX; [Ag(HIO6)2]5− , 1.4×10−4 M; H2SO4, 1.0 M; ENLX, 1.0×10−5 g mL−1.

) [Ag(HIO6)2]5−–PFLX, and (4) [Ag(HIO6)2]5−–H2SO4–PFLX; �ex = 320 nm; PFLX,
SO4–PFLX; [Ag(HIO6)2]5− , 1.4×10−4 M; H2SO4, 1.0 M; PFLX, 4.0×10−6 g mL−1.
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Table 1
Fluorescence and CL emission of different reaction systems.

Analyte Reaction system Fluorescence (nm) CL emission (nm)

[Ag(HIO6)2]5−

[Ag(HIO6)2]5−–H2SO4 490

LMFX LMFX 457
LMFX–H2SO4 460
[Ag(HIO6)2]5−–LMFX 440
[Ag(HIO6)2]5−–H2SO4–LMFX 460, 490

ENLX ENLX 452
ENLX–H2SO4 460
[Ag(HIO6)2]5−–ENLX 425
[Ag(HIO6)2]5−–H2SO4–ENLX 460, 490

PFLX PFLX 445

t
w

w
t
i
c
o

3

3

t
k
o
H
s
t
t
e
r
t

T
T

A

P
S
A
D
G
L
S
V
C
M
E
Z
C
C
B
F

PFLX–H2SO4 449
[Ag(HIO6)2]5−–PFLX 421
[Ag(HIO6)2]5−–H2SO4–PFLX 440, 460, 490

ube by a quantitative injector and the CL intensity was measured
ithout stirring.

The procedure of FIA is shown in Fig. 1. The flow lines a and b
ere inserted into fluoroquinolones and H2SO4 solution, respec-

ively, and then mixed with [Ag(HIO6)2]5− to produce CL when the
njection valve was switched to the position of injection. The con-
entration of fluoroquinolones was quantified by the peak height
f the CL signals.

. Results and discussion

.1. Investigation of enhanced CL system

An attempt was made to research and develop a new and sensi-
ive CL system that could be applied for the CL determination. The
ind of acid used in the reaction has a very significant influence
n the CL emission intensity. Therefore, several acids, such as HCl,
2SO4, HNO3, H3PO4 and H6P4O13, were added in the [Ag(HIO6)2]5−

olution to test the effect of acidic medium on the CL signal, respec-
ively. The results indicated that CL signal could be produced by

he direct CL reaction of H2SO4 and Ag(III) complex, with the high-
st and stable emission. The reason why H2SO4 could have best
esult compared to other acids tested needs to be researched fur-
her. When LMFX, ENLX and PFLX were added separately to the

able 2
olerable content of foreign species for quantitative determination.

dditive Tolerable concentration (×10−7 g mL−1)

LMFXa ENLXb PFLXc

olyglycol 345 38 339.2
odium benzoate 36 38 48
mylum 15 95 80
extrin 180 380 192
lucose 6 22.8 6.4
actose 15 11.4 96
ucrose 36 41.8 32
itamin C 6 7.2 7.36
a2+ 15 11.4 249.6
g2+ 45 95 44.8

DTA 30 19 32
n2+ 72 114 70.4
u2+ 42 38 80
o2+ 84 102.6 80
a2+ 12 19 16
e3+ 6 3.8 6.4

a 3.0×10−7 g mL−1.
b 3.8×10−7 g mL−1.
c 3.2×10−7 g mL−1.
(2009) 134–140 137

[Ag(HIO6)2]5−–H2SO4 system, the CL signal was enhanced signifi-
cantly.

3.2. Kinetic characteristics of CL reaction systems

The CL kinetic characteristics of the reactions of three sys-
tems were investigated in detail. The result is shown in Fig. 2.
It was shown that the reaction rate in solution was very fast,
from reagent mixing to peak maximum only 0.7 s was needed for
[Ag(HIO6)2]5−–H2SO4–LMFX system, and it took 8 s for the signal to
return to zero again, only 1 and 10 s for [Ag(HIO6)2]5−–H2SO4–NFLX
system, and only 0.6 and 6.5 s for [Ag(HIO6)2]5−–H2SO4–PFLX sys-
tem. The kinetic curve indicated the CL method is sensitive enough
and suitable to perform the determination of LMFX, ENLX and PFLX.

3.3. Fluorescence and CL spectra

The fluorescence was examined in order to obtain more infor-
mation about CL mechanism. The fluorescence emission spectra
of different systems were observed, as shown in Figs. 3a–6a. The
CL spectra were examined by using a CL analyzer, as shown in
Figs. 3b–6b. The centre wavelength of fluorescence and CL emission
is listed in Table 1.

From Fig. 3a it is shown that no fluorescence emission of Ag(III)
complex with and without H2SO4 was observed in the range of
350–550 nm. Figs. 4a–6a show the three fluoroquinolones alone
could produce fluorescence emission with a broad peak at 457 nm
for LMFX, 452 nm for ENLX, and 445 nm for PFLX. When fluoro-
quinolone mixed with H2SO4, the fluorescence emission shows a
broad peak at 460 nm for LMFX and ENLX, and 449 nm for PFLX.
For fluoroquinolone–[Ag(HIO6)2]5− systems, since a complex to
be formed, a very weak peak was observed at about 425 nm. For
fluoroquinolone–[Ag(HIO6)2]5−–H2SO4 systems, the fluorescence
was disappeared.

From Figs. 4b–6b and Table 1 it is seen that a same CL peak
at 490 nm was observed for each CL system. For [Ag(HIO6)2]5−–
H2SO4–LMFX/ENLX/PELX systems, a CL peak at 460 nm also was
observed. Otherwise, for [Ag(HIO6)2]5−–H2SO4–PFLX system, third
CL peak was observed at 440 nm.

3.4. Possible mechanism of the CL system

It is shown that [Ag(HIO6)2]5− with and without H2SO4
could not produce fluorescence emission, and when added with
[Ag(HIO6)2]5−–H2SO4, fluorescence of fluoroquinolone would be
saddened, but [Ag(HIO6)2]5− with H2SO4 could produce CL emis-
sion at 490 nm, it might be caused by the excited state (O2)2

*

[41,42]. Otherwise, the CL emission at 460 nm and 440 nm might
be produced through an intermolecular energy transfer. The fluoro-
quinolone molecule received energy from (O2)2

* to be excited, then,
de-excited to its ground state, producing the CL emission at 460 nm,
which is corresponding to fluorescence emission at 460 nm. The
CL emission at 440 nm produced from [Ag(HIO6)2]5−–H2SO4–PFLX
system was suggested via the intermolecular energy transfer from
(O2)2

* to a complex of [Ag(HIO6)2]5− and PELX, then, the excited
complex de-excited to its ground state, producing the CL emission.
The reason on the difference of CL peak number between LMFX,
ENLX and PELX needs to be researched further.

Our previous test had shown that Ag(III) complex ion has
two forms, [Ag(HIO6)2]5− and [Ag(HIO6)(OH)(H2O)]2−, and the
latter could be active centre and could take place complex reac-

tion [37]. Otherwise, the observed CL spectra at 490 nm for
[Ag(HIO6)2]5−–H2SO4 system suggested that O2

−• to be produced
in the reaction systems. The recombination of part of O2

−• may
generate energy-rich precursors of excited molecules (O2)2

* which
decompose to O2, and a bright luminescence appeared with a 490-
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Table 3
Performance data for the CL determination of LMFX, ENLX and PFLX.

Analyte Linear range (×10−7 g mL−1) Calibration equation Correlation coefficient LOD (×10−9 g mL−1) RSD% (n = 11)

LMFX 0.2994–36.80 I = 6.410C + 17.8 0.9992 9.1 2.0
ENLX 4.000–30.00 I = 23.56C−43.6 0.9987 3.1 2.7
PFLX 1.536–27.64 I = 28.96C + 2.14 0.9977 4.4 2.1

Table 4
Determination results of recovery of LMFX, ENLX and PFLX from tablet and injection.

Sample Analyte Content (×10−7 g mL−1) Added (×10−7 g mL−1) Found (×10−7 g mL−1) Recovery (%) RSD% (n = 7)

Tablet LMFX 0.712 0.883 1.619 103 0.7
2.355 3.019 98.0 2.2
3.533 4.050 94.5 1.7

Tablet ENLX 6.00 6.000 12.50 109 1.1
12.00 17.60 97.0 0.5
18.00 24.80 104 1.0

Injection LMFX 1.38 2.397 3.671 95.7 2.4
3.964 5.572 106 1.9
7.905 9.345 101 2.3

Injection ENLX 9.00 4.000 12.70 92.3 0.5
12.00 21.00 99.8 1.1
16.00 24.20 95.0 1.8
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nation of LMFX, ENLX and PELX. The results are listed in Table 2.
The data show that there was few interference.

Under the optimized conditions, the linearity was evaluated for
each pharmaceutical by using the proposed systems. The regres-
njection PFLX 4.22 3.186
9.779

15.00

m maximum wavelength. Based on the discussion above, the
ossible CL mechanism for the three systems can be described as
ollows:

Ag(HIO6)2]5− +H2O → [Ag(HIO6)(OH)(H2O)]2− +H2IO6
3−

Ag(HIO6)(OH)(H2O)]2− + analyte → complex + H2O

Ag(HIO6)(OH)(H2O)]2− +H3O+→ Ag+ +H5IO6+O2
−•

O2
−• → (O2)2

∗

O2)2
∗ → 2O2+h�(490 nm)

O2)2
∗ + LMFX/ENLX/PELX → LMFX ∗ /ENLX ∗ /PELX ∗ +O2

MFX ∗ /ENLX ∗ /PELX∗ → LMFX/ENLX/PELX+h�(460 nm)

O2)2
∗ +PELXcomplex → O2+PELXcomplex∗

ELXcomplex∗ → PELXcomplex+h�(440 nm)

.5. Optimization of CL conditions

The concentration of [Ag(HIO6)2]5− and H2SO4 was an impor-
ant factor for CL emission. In this CL system, [Ag(HIO6)2]5− was
sed as the oxidant, its concentration not only influenced the
ensitivity, but also influenced the linear range for the assay. There-
ore, the dependence of the [Ag(HIO6)2]5− concentration on the
L intensity was investigated for 1.0×10−6 g mL−1 analyte. The CL

ntensity increased remarkably with the increase of [Ag(HIO6)2]5−

oncentration in the range from 0.025 mM to 0.14 mM for LMFX

nd ENLX systems, and in the range from 0.025 mM to 0.11 mM
or PFLX system, then decreased obviously with further increase
f [Ag(HIO6)2]5− concentration. So optimized concentration of
Ag(HIO6)2]5− was 0.14 mM and 0.11 mM, respectively. The concen-
ration of H2SO4 used in the reaction has a very significant influence
7.259 95.4 2.2
14.50 105 2.7
18.64 96.1 1.4

on the CL emission intensity. The CL intensity increased remarkably
with the increase of concentration of H2SO4 in the range from 0.5 M
to 1.0 M, but decreased over 1.0 M. So 1.0 M H2SO4 was selected as
optimal concentration for the three CL systems.

The role of sample volume and flow rate is critical, for instance,
if sample volume was too small or too large, CL maximum could not
be obtained. The highest emission was produced when the injected
sample volume was 120 �L. The CL intensity increased with increas-
ing flow rate. However, a flow rate of 3.0 mL min−1 for all solutions
is recommended because of greater precision and economy in the
use of reagents.

3.6. Analytical performance of CL systems

The interfering effects from foreign species were investigated.
The tolerance content was defined as the amount of coexisting
species that produced an error not exceeding ±5% in the determi-
Fig. 7. Calibration graph of ENLX (1), LMFX (2) and PFLX (3).
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Table 5
Analytical results of LMFX, ENLX and PFLX in tablet and injection samples.

Analyte Sample Labeled Proposed methoda UV-methoda

LMFX Tablet (mg/tablet) 100 98.48 ± 1.10 97.83 ± 0.75
Injection (mg/10 mL) 100 102.35 ± 2.05 99.31 ± 0.79

ENLX Tablet (mg/tablet) 100 105.46 ± 3.08 101.11 ± 0.95
Injection (mg/5 mL) 150 148.91 ± 2.85 145.38 ± 1.08
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FLX Injection (mg/5 mL) 100 100.25 ± 1.02 98.45 ± 0.89

a Mean± S.D. (n = 5).

ion equations are listed in Table 3. Coefficients of correlation were
igher than 0.9977 thus confirming the linearity of the method.

The LOD was determined as the sample concentration that pro-
uces a peak with a height three times of the level of baseline
oise. The LOD and RSD obtained also are listed in Table 4. The
OD was 9.1×10−9 g mL−1 for LMFX, 3.1×10−9 g mL−1 for ENLX and
.4×10−9 g mL−1 for PFLX, which is lower than those for the meth-
ds described in the literature [27–34]. The RSD was found to be
.0–2.7% for 11 determinations of 3.0×10−7 g mL−1 of each ana-

yte. It is indicated that the proposed enhanced CL systems with
Ag(HIO6)2]5−–H2SO4 has satisfactory linearity, sensitivity and pre-
ision.

.7. Sample analysis

In order to evaluate the validity of the proposed method for
he determination of the studied drugs in pharmaceutical, recovery

tudies were carried out on real samples to which known amounts
f drugs were added. The results are given in Table 4. The recovery
alues for LMFX, ENLX and PELX were in the range of 92.3–105%
ith the RSDs of 0.5–2.7%.

able 6
ecovery of LMFX, ENLX and PFLX in serum, urine and milk samples.

nalyte Sample Added
(×10−7 g mL−1)

Found
(×10−7 g mL−1)

Recovery
(%)

RSD (n = 5)
(%)

MFX Urine 1.472 1.290 87.6 2.3
2.944 2.744 93.2 2.7
6.930 5.933 85.6 3.4

Serum 1.472 1.563 106 2.5
2.944 2.571 87.3 2.6
7.360 6.288 85.4 3.0

Milk 1.420 1.208 85.1 2.9
2.944 3.134 107 2.7
7.360 6.642 90.2 2.7
9.696 8.429 86.9 2.7

NLX Urine 16.16 15.76 97.5 2.8
22.62 20.84 92.1 2.5

Serum 9.696 10.81 112 2.3
16.16 16.83 104 1.6
22.62 23.41 104 2.5

Milk 8.574 7.451 86.9 1.4
16.16 12.96 80.2 2.7
20.08 17.81 88.7 1.7

FLX Urine 3.200 2.811 87.8 3.2
6.400 5.745 89.8 2.3

16.00 13.92 87.0 2.1

Serum 3.200 3.640 114 2.6
6.400 5.694 89.0 2.7

16.00 14.06 87.9 2.4

Milk 3.200 3.487 109 2.5
6.400 5.899 92.2 1.6

16.00 13.91 86.9 1.9
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Calibration curves were prepared for each compound by plot-
ting the peak height versus the analyte concentration (Fig. 7). The
proposed method was applied for the determination of LMFX, ENLX
and PELX in three pharmaceutical preparations. The result is given
in Table 5 along with the result obtained using the UV-method
[43]. The results obtained by the proposed method agree with the
labeled contents. Statistical analysis of the results using Student’s
t-test and the variance ratio F-test showed no significant difference
at p = 0.05 between the performance of the two methods as regards
to accuracy and precision.

The recovery tests were performed to evaluate the accuracy of
this method. The results of recovery tests are listed in Table 6.

For urine and serum samples the recoveries of the three drugs
were in the range of 85.4–106% for LMFX with the RSDs of 2.3–3.4%.
92.1–112% for ENLX with the RSDs of 1.6–2.8%, and 87.0–114% for
PFLX with the RSDs of 2.1–2.7%. For milk sample the recoveries of
the three drugs were in the range of 80.2–109% with the RSDs of
1.4–2.7%.

4. Conclusion

An [Ag(HIO6)2]5− complex–H2SO4 solution, for the first time,
was used in CL emission system. The possible CL mechanism for
[Ag(HIO6)2]5−–H2SO4–fluoroquinolone is based on emission of the
excited (O2)2

* produced in the reaction system and intermolecu-
lar energy transfer from (O2)2

* to analyte and complex of analyte
and [Ag(HIO6)2]5−. The proposed enhanced CL systems have good
linearity, high sensitivity, precision for the determination of trace
amount of LMFX, ENLX and PELX. The proposed method has poten-
tial capability for the analysis of studied analytes in pharmaceutical
and biological samples.
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a b s t r a c t

One problem with discriminant analysis of microarray data is representation of each sample by a large
number of genes that are possibly irrelevant, insignificant or redundant. Methods of variable selection are,
therefore, of great significance in microarray data analysis. To circumvent the problem, a new gene mining
approach is proposed based on the similarity between probability density functions on each gene for the
class of interest with respect to the others. This method allows the ascertainment of significant genes
eywords:
ariable selection
robability density function
upport vector machine
ene expression

that are informative for discriminating each individual class rather than maximizing the separability of
all classes. Then one can select genes containing important information about the particular subtypes of
diseases. Based on the mined significant genes for individual classes, a support vector machine with local
kernel transform is constructed for the classification of different diseases. The combination of the gene
mining approach with support vector machine is demonstrated for cancer classification using two public

eal th
perfo
data sets. The results rev
model shows satisfactory

. Introduction

With the development of microarray technology, it is possible to
imultaneously monitor the levels of thousands of genes expressed
n various organisms. Since expression changes accurately reflect
he status of disease [1,2], the large amount of microarray data
enerated in even a single experiment may provide the insights
nto diseases on a genome-wide scale. Nowadays, gene expression
rofiles have found proliferated applications in biomedical studies,
specially in cancer research field.

To mine the ability of gene expression profiles for distinguish-
ng cancers, many classification methods have been developed for

icroarray data analysis, such as k-nearest neighbors [3], linear
iscriminant analysis [4], classification and regression tree (CART)
5], logitboost [6], artificial neural network (ANN) [7] and support
ector machine (SVM) [8]. However, the implementation of most
lassification approaches is frequently baffled by the difficulty in
andling enormous microarray data, since the analysis of relevant
enes will be interfered by the inconsequential or detrimental infor-
ation provided by a great deal of genes which are irrelevant to the
tudy events. Although there are procedures such as SVM and CART
ith inherent capacity in treating a large number of variables, the

xtremely high gene dimension and relatively small sample size in
icroarray applications may still bring about a prohibitive compu-

∗ Corresponding authors. Tel.: +86 731 8822577; fax: +86 731 8822782.
E-mail addresses: jianhuijiang@hnu.cn (J.-H. Jiang), rqyu@hnu.cn (R.-Q. Yu).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.044
at significant genes are identified for each cancer, and the classification
rmance in training and prediction for both data sets.

© 2009 Elsevier B.V. All rights reserved.

tational burden and a lapsable model that is rather unstable to the
errors. Reducing the dimension of the original data by gene selec-
tion is considered to be an efficient way to combat the difficulty.
It has been demonstrated that with the aid of variable selection,
the performance of most classifiers can be improved [9]. By remov-
ing the redundant variables, it is possible to highlight those genes
that are the most relevant for certain events, and the classification
models will become more interpretable regarding the biological
significance. Essentially, variable selection is a process of gene iden-
tification and biomarker discovery. As well, hunting for a small set
of highly significant genes for certain disease is the requirement for
cost-saving in clinical disease diagnosis.

Variable selection is traditionally based on the analysis of
between-class dissimilarity and within-class similarity. In the con-
text, t-test [10], the ratio of between classes sum of squares to
within class sum of squares (BSS/WSS) [11], analysis of variance
[12] and significance analysis of microarray (SAM) [13] have been
widely used in various gene selection approaches. Most of these
approaches seek for variables that maximize the separability of all
the classes rather than an individual class of interest with regard to
the others. Though there are applications demonstrating the fea-
sibility of these methods, they still suffer from pitfalls. To address
the model variability the number of selected variables is frequently

too large with reference to the number of samples, for instances,
1000 genes used in NCI60 data set for 60 samples [14] and 94
genes used in acute leukemia data for 38 samples [15]. A large
variable number coupled with a small sample size is generally
not advisable, not only resulting in a more complex classification
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odel and computationally intensive, but also increasing the risk
f overfitting. Moreover, the significant genes related to certain
isease might be masked by inconsequential or detrimental infor-
ation and hardly be identified. According to this consideration,

n entropy-based discretization method [16] is further developed to
dentify the genes for each individual class based on the boundaries
f the expression levels for the disease states [17]. This method can
ubstantially reduce the number of selected genes while achieve
esirable discrimination using a traditional distance-based clas-
ifier. Nevertheless, it cannot identify the genes relevant to the
isease states that each may have different subtypes, and then give
multi-mode expression pattern. It is recognized that the mining
f these genes could offer fundamental insight into the assignment
f patients to specific risk groups (subtypes) so as to administrate
roper treatments.

A novel gene mining approach is proposed based on the dis-
riminative information of each gene for a class of interest in the
resent study. The discriminative information of a gene for a class

s measured in terms of the similarity between probability density
unctions on the gene for the class with respect to the others. In
ontrast with traditional gene selection methods with an attempt
o maximize the separability of all classes, this approach identi-
es the significant genes that are more discriminative for each

ndividual class rather than all classes. Because the binary dis-
riminative power of each gene for belonging or not belonging to
he class of interest is substantially enhanced as compared to the
eneral discriminative power for all the classes, this enables the
roposed approach to generate an ideal classifier using only very
mall number of genes. Also, the use of probability density function
imilarity as the measure of discriminative information allows the
scertainment of the genes with various complicated expression
atterns, whatever up-regulated, down-regulated or multimodal.
o exploit the information discriminative for a specific class, a clas-
ifier, support vector machine (SVM) with local kernel transform
LKT-SVM), is also developed. SVM is a relatively new algorithm
rom the machine learning community, boasting its structural risk

inimization (RSM) principle and desirable performance both in
olving classification and regression problems from various fields.
or example, very recently Varol et al. successfully applied SVM to
orecast thermodynamic features resulted from convection [18,19];
ur previous studies also have shown that SVM and its extended
atterns works well in quantitative structure–activity relation stud-

es and tumor classification [20–23]. Rather than a traditional SVM
sing global kernel transform, the strategy of local kernel transform

s developed in this study. The local kernel transform extracts the
eature variables separately using the genes selected for an indi-
idual class instead of using all the selected ones, which offers the
ossibility of eliminating the interference between the redundant
enes from different classes. Then, the local kernel transform is
xpected to generate an ideal feature mapping in which the result-
ng feature variables give large values for the corresponding class,

hile have small values for the others. The performance of the gene
ining approach and the local kernel transform-based SVM has

een demonstrated using two public gene expression data sets for
iagnosis of multiple cancer types, a DNA profiling data for acute

eukemia [24] and a RNA profiling data for eleven familiar cancers
25].

. Methods
.1. Gene mining using probability density function similarity

The probability density function (PDF) provides a straightfor-
ard description of the sample distribution for a certain class.
ell-separated classes give PDFs with small convolution or large
9 (2009) 260–267 261

dissimilarity. Then, the PDFs’ similarity (PDFS) is a natural measure
for the discriminative information of a gene, thereby offering an
effective approach for gene mining in microarray data classification.

Considering a microarray data set with P genes and I samples,
xip (i = 1,. . ., I; p = 1,. . ., P) represents the expression level of the ith
sample (xi) on the pth gene (gp). The data of each sample consists of
a vector of expression profile, xi = (xi1, . . ., xiP) and a K-dimensional
vector of category label yi = (yi1, . . ., yiK) with 1 in the kth coordi-
nate and 0 elsewhere if the sample falls into class k (k = 1, . . ., K). To
evaluate the discriminative information of a gene p for a specified
class k, the other classes except class k are merged into one class,
and two PDFs, one for class k and the other for the merged class, can
be calculated using the kernel method [26]. These two PDFs are dis-
cretized at I sample values as two vectors f1

p(k) = (f 1
1p(k), . . . , f 1

Ip(k))

and f0
p(k) = (f 0

1p(k), . . . , f 0
Ip(k)), where f1

p(k) and f0
p(k) represent the

PDF of class k and the merged one, respectively, on gene p. The
entries, f s

ip
(k) (s = 0 and 1, i = 1,. . ., I), are calculated as follows:

f s
ip(k) =

I∑
j=1

ϕ(yjk = s) exp

(
−|xip − xjp||2

2�2
kp

)
(1)

where ϕ(·) is the indicator function taking value 1 if yjk = s (s = 0
or 1) and value 0 otherwise, �kp is the standard deviation of the
expression level on gene p for samples belonging to class k. Then,
the PDFS for class k and the merged class on gene p is measured by

Sp(k) = f 1
p(k)T f 0

p(k)T∥∥f 1
p(k)T

∥∥∥∥f 0
p(k)T

∥∥ (2)

Note that Sp(k) is essentially the correlation coefficient between
f1
p(k) and f0

p(k) that measures the angle between two PDF vec-
tors. In other words, for genes with the smallest Sp(k), the angle
between two PDF vectors for class k and the others reaches the
maximum, implying that these genes are the most discriminative
between class k and the others. Thus, the genes with the small-
est Sp(k) are identified as the most significant genes for class k.
In general cases, several significant genes, say J, are selected for
each class, and the optimal number of significant genes can be
determined by trying varying number of significant genes and iden-
tifying the model with the best classification as well as the least
significant genes. In contrast to traditional gene selection methods
based on the between-class dissimilarity, within-class similarity
and two-end distribution, the proposed method based on PDFS
can not only select the genes that are absolutely up-regulated or
down-regulated, but also ascertain the genes with complicated
multi-modal expression patterns.

2.2. Support vector machine with local kernel transform
(LKT-SVM)

SVM is a relatively novel machine learning technique with
comprehensive theoretical implications [27]. As an ideal refill of
traditional classification and regression methods, SVM exhibits
desirable performance in many applications. Standard SVM utilizes
a global kernel transform, which is applied to all the input vari-
ables, for nonlinear feature extraction. Because the proposed gene
mining approach selects a series of gene sets that respectively have

discriminative information for each individual class, it is would be
not a good strategy to use a global kernel transform here. Therefore,
a Gaussian local kernel transform is used for SVM in the present
study to transform the data from the original variables space to the
feature one.
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Table 1
The description of five highly significant genes of each class in the leukemia data
identified by PDFS.

Related class S Gene description

ALLB 0.1333 MB-1 gene
0.2511 CST3 Cystatin C (amyloid angiopathy and

cerebral hemorrhage)
0.2668 IGHM Immunoglobulin mu
0.2704 IGB Immunoglobulin-associated beta (B29)
0.2973 ADPRT ADP-ribosyltransferase (NAD+; poly

(ADP-ribose) polymerase)

ALLT 0.0002 TCF7 Transcription factor 7 (T-cell specific)
0.0003 CD3E T-cell surface glycoprotein CD3 epsilon

chain precursor
0.0010 GB DEF = T-cell antigen receptor gene T3-delta
0.0081 GB DEF = T-lymphocyte specific protein

tyrosine kinase p56lck (lck) abberant mRNA
0.0399 T-cell antigen CD7 precursor

AML 0.0949 Zyxin
0.1695 CST3 Cystatin C (amyloid angiopathy and

cerebral hemorrhage)
62 L.-J. Tang et al. / Tal

The Gaussian local kernel transform is applied separately to each
ene set selected for an individual class, as given below:

in(k) = exp

(
−||xi(k)− cn(k)||2

2�n
2(k)

)
(3)

here xi(k) denotes the expression level vector of the ith sample
n the genes selected for class k, and oin(k) (n = 1, . . ., N; k = 1, . . .,
; i = 1, . . ., I) is the output of the nth kernel transform for class k
t a center cn(k) with a kernel width �n(k) for sample i. The cen-
er cn(k) is the nth cluster center of samples belonging to class k,
hich can be obtained using the standard hierarchical clustering

lgorithm. The kernel width �n(k) is determined by the distance
etween cn(k) and the mean vector of the class that is the near-
st to cn(k) among all classes other than class k. Note that samples
elonging to class k have smaller distance from one of the kernel
enters of class k than from centers of other classes, then the local
ernel transform for class k is expected to give larger output values
or samples belonging class k than those from other classes. As the
utput values offer more immediate information for discriminat-
ng the classes, it is clear that the proposed local kernel transform
s very effective in feature extraction and is able to substantially
nhance the classification performance of SVM.

The outputs oin(k) (n = 1, . . ., N; k = 1, . . ., K; i = 1, . . ., I) obtained
ith the local kernel transform for all classes are then combined

ogether, oi = (oi(1),. . .,oi(K)) and oi(k) = (oi1(k), . . ., oiN(k)), as the
eature variables to be modeled using a linear SVM regression. That
s, a regression-based classifier is constructed using SVM to relate
he output vector oi (i = 1, . . ., I) to the corresponding category label
ik using the following linear model:

ik = wT
k × oi + bk (4)

here wk and bk are the weight vector and the bias, respectively,
or the kth model (k = 1, . . ., K). The optimal model parameters are
stimated via minimizing the following cost function ˚k of SVM:

k = 1
2 wT

k
wk + C 1

I

I∑
i=1

Lεk(�yik − yik) (5)

here

εk(�yik − yik) =
{∣∣�yik − yik

∣∣− ε
∣∣�yik − yik

∣∣ ≥ ε

0 otherwise
(6)

s the ε-insensitive loss function measuring the error between the
iven category label yik (i = 1, . . ., I) and calculated values �yik (i = 1,
. ., I) and ε is the tolerance zone, 1/2wT

k
wk is used as a measure

f the model complexity. C is the penalty constant that is intro-
uced to control the trade-off between the empirical error and the
odel complexity. This parameter can be determined by sensitiv-

ty analysis [20,21] and the tolerance zone ε as a desired precision
and is given 10−2 in this study. It has been shown that the optimal
egression parameters can be solved using the standard quadratic
rogramming algorithm. With estimated model parameters, the
lassifier can be constructed immediately according to the calcu-
ated values �yik (k = 1, . . ., K) for sample i: the sample is allocated
nto the hth class, where h is the number at which �yih reaches the

aximum among all �y′
ik

s (k = 1, . . ., K).

. Results and discussion

.1. Data sets
The proposed strategy was evaluated by two microarray data
ets, the leukemia data [24] available at http://www.broad.mit.
du/cgi-bin/cancer/datasets.cgi and a RNA profiling data for molec-
lar classification of eleven familiar cancers [25] available at
0.1996 FAH Fumarylacetoacetate hydrolase
0.2370 Cytoplasmic dynein light chain 1 (hdlc1) mRNA
0.2813 FTL Ferritin, light polypeptide

http://www.gnf.org/cancer/epican. It was revisited here that the
leukemia data were a three-class classification problem for myeloid
leukemia (AML) and acute lymphoblastic leukemia (ALL) that was
further divided into B-cell and T-cell ALLs (ALLB and ALLT). The data
consisted of 38 samples (19 ALLB, 8 ALLT and 11 AML) in the training
set and 34 samples (19 ALLB, 1 ALLT and 14 AML) in the test set with
each sample represented by 7129 human genes. The second data set
was used to demonstrate the performance of the proposed method
for complex multi-classification problems. The data comprised 174
samples including carcinomas of prostate (PR), breast (BR), colorec-
tum (CO), lung (adenocarcinomas and squamous cell carcinoma),
liver (LI), gastroesophagus (GA), pancreas (PA), ovary (OV), kidney
(KI) and bladder/ureter (BL), which collectively accounted for about
70% of all cancer-related deaths in the United States. The samples
represented by 12,533 genes were randomly split into a training set
of 132 samples and a test set of 42 samples. The training and the
test sets both included the 11 kinds of cancers.

Before using PDFS to identify gene subsets whose expression
typifies each cancer class, additional preprocessing steps [11] were
taken to the two data sets: (1) thresholding (floor of 100 and ceiling
of 16,000), (2) filtering (exclusion of genes with max/min≤5 and
max–min≤500 across the samples) and (3) base 10 logarithmic
transformation and standardization.

3.2. Significant gene mining for each disease class

3.2.1. Data set 1
The filtering resulted in 3571 genes for the data. Then, PDFS was

used to mine significant genes for each cancer class. The identi-
fied genes are summarized in Table 1, in which five genes with the
smallest PDFS values for each class, 15 genes in total, are listed. One
notices in Table 1 that eight genes including MB-1 gene, CST3 Cys-
tatin C, B29, ADPRT, T3-delta, zyxin, FAH and FTL are also referred
to as important genes by previous studies of the data [9,24].

The five genes in the top of Table 1 are ideal variables for dis-
criminating ALLB from ALLT and AML. Fig. 1A depicts the expression
levels of these five highly significant genes of ALLB in the training
set. It is clear from the heat map that the five genes selected by

PDFS are very informative in discriminating cancer ALLB from ALLT
or AML. Almost all samples of ALLB in the training set reveal great
differences in expression levels, much higher on gene MB-1, IGHM,
B29 and ADPRT and much lower on gene CST3 Cystatin C, as com-
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ig. 1. The heat maps show the expression levels of the five highly significant genes
dentified for ALLB (A), ALLT (B) and AML (C) for the training samples standardized
ccording to the preprocessing steps, respectively.

ared to samples of the other cancers. It was reported that these
enes encoded functional proteins responsible for ALLB. MB-1 was
nvestigated to be a marker for ALLB by Buccheri et al. [28]. Because
f the products of B29, ALLB typically exhibited low or undetectable
urface Ig [29]. The gene ADPRT was conjectured by Pero et al. to
e a useful marker for the pathophysiology associated to AML [30],
ut it seemed from Fig. 1A that the ADPRT activity was by far more
elated to ALLB. The average expression level of ALLB samples in the
raining set was 1976.80, much higher than those of ALLT (624.75)
nd AML (546.64).

As shown in Fig. 1B, the expression levels of ALLT samples in the
raining set are uniformly higher than samples of the other can-
ers on the five genes (in the middle of Table 1) selected by the
roposed method. Referring to the descriptions of the genes and
revious studies [31–35], one realized that these genes were all
-cell specific, and TCF7 encoded the transcription factor 7, while
he functional proteins encoded by CD3E, T3-delta, lck, CD7 antigen
ere responsible for the development of ALLT.

The five most significant genes selected for AML by PDFS are
yxin, CST3, FAH, hdlc1 and FLT (in the bottom of Table 1). Zyxin
ene was shown to encode a LIM domain protein that was impor-
ant in cell adhesion in fibroblasts [36], but there was no report
oncerning the gene about its role in hematopoiesis. The biological
unction of CST3 gene related to AML/ALL pathogenesis was also
ot documented in previous studies. Nevertheless, it was shown
hat zyxin, CST3, FAH and FTL genes were useful for classification
f leukaemia [9]. Actually, it can be observed from their expres-
ion level map over the samples in the training set in Fig. 1C that
ML demonstrates a distinct expression level on these four genes

rom ALL, indicating that zyxin, CST3, FAH and FTL genes might be
f considerable significance in discriminating AML from ALLT and
LLB. Especially, the expression level on gene CST3 exhibited the
ost significant difference for the three cancer samples: samples

f AML have the highest expression levels of 7423.50 on the average,
amples of ALLT give a middle level of expression with an average
f 560.38, and samples of ALLB show the lowest expression with
n average of −30.68. Gene hdlc1 had not been considered as a
ignificant gene in leukemia classification. However, the heat map
n Fig. 1C reveals that this gene has much lower expression level in
amples of AML than that for ALL, the average expression level being
28.00 for AML samples and 1707.80 for ALL samples, evidencing
hat hdlc1 gene also has close implication in the discrimination
etween AML and ALL.
.2.2. Data set 2
After preprocessing 5536 genes were retained for the data. The

election of significant genes was implemented using PDFS. Table 2
9 (2009) 260–267 263

lists the four genes with the smallest PDFS for each cancer class.
The expression levels of the selected genes are shown in the heat
map Fig. 2. For cancers of prostate, bladder, ovarian and pancreas,
the expression of some selected genes exhibited an ideal two-end
distribution. However, for other cancers such as breast, lung ade-
nocarcinomas (LA) and lung squamous cell carcinoma (LS), it was
impossible to obtain significant genes with ideal two-end distribu-
tion, and the expression of most of the significant genes had either
a multi-modal distribution or a mono-modal one centering in the
middle of the expression levels of other classes.

Most of genes with ideal two-end distribution were shown to be
potential biomarkers for the related cancers. X05332 and X07730
encode mature human prostate specific antigens and then are spe-
cific genes for prostate cancer [37,38]. Keratin 13 (X14640) was
identified to be differentially expressed in fresh cancers and normal
urothelium of bladder cancer patients [39]. Interleukin-13 (U31120)
was considered as a typical marker in the bladder of allergic cystitis
bearing patients. It was proved that the liver was the main organ
of plasma S protein (X03168) synthesis [40]. Significant decrease of
S protein could be observed in liver diseases. Protein encoded by
Il-TMP (U31449) was shown to be produced in the human intesti-
nal epithelium and liver, and could regulate cell density-dependent
proliferation [41]. It was demonstrated that U40434 was a differen-
tiation antigen present in ovarian cancers [42]. Elastase III A gene
was firstly found in human pancreas [43]. This gene might be a sig-
nificant indicator of pancreas cancer, because it gave an extremely
small PDFS of 1.6882×10−8. Although no report gave direct evi-
dence for DEPP (AB022718) and VEGF (AF022375) as significant
genes of kidney cancer, it was found that samples of kidney can-
cer had much higher expression on these two genes than those
from the others. The RNA of HSWT1 gene (X51630) was reported to
be expressed with high level in fetal kidney, which was related to
the development of kidney [44]. Surprisingly, a close inspection of
HSWT1 revealed that the expression levels on HSWT1 for ovarian
cancer samples in the training set were uniformly higher (5036.00
on the average) than that for samples from the other cancers (996.15
on the average) including kidney cancer (39.63 on the average).

Genes with multi-modal distribution or mono-modal distribu-
tion centering in the middle of the expression levels of other classes
also had implications to the related cancers. TACC1 (transforming
acidic coiled-coil, AF049910) was thought to be important gene in
the evolution of breast cancer, which was expressed at high levels
in human cancer cell lines [45]. It was observed that the expres-
sion level of TACC1 in breast samples was between 250 and 600
with an average of 445. Some studies reported that TACC1 was also
associated with the androgen-independent stage in human prostate
carcinoma samples [46]. Interestingly, it was found that the expres-
sion level of TACC1 in prostate tumor was uniformly higher than
that in breast tumor. The average expression of prostate tumor
samples was in range from 650 to 1600 with an average of 1069.
Therefore, it might be possible to use TACC1 gene for discriminating
prostate from breast cancers in clinical diagnosis. The possession of
the (HLA)-DQB1 gene (M60028) was thought to significantly reduce
the risk of disease progression or persistent diffuse of lung abnor-
malities during the first follow-up years [47]. And a risk reduction
percentage in (HLA)-DQB1 carriers was estimated to be ∼65%. It
was observed that this gene was expressed at three different lev-
els in lung adenocarinoma samples in the training data set: higher
than 400 but lower than 600, higher than 950 but lower than 1400,
and higher than 2350. This multi-modal expression of (HLA)-DQB1
in LA might have implication to the progression state of the tumor.

Additionally, the expression of (HLA)-DQB1 was also inspected in
sample of lung squamous, and lower expression was observed in
LS samples than LA ones. The average expression level in LS was
322.90, and the samples were mainly distributed in two domains,
[−100, 50] and [140, 390]. Gene hRVP1 (AB000714), whose product
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VP1 was detected to have abundant expression in lung [48], was
xpressed at two levels in LS samples, around 500 and at a level as
ow as <150. In LA samples, hRVP1 was expressed at three separate
egions, [−100, 100], [800, 2100] and >3500.

.3. Classification using local kernel transform-based SVM

The genes selected by PDFS were invoked for classification using
he local kernel transform-based SVM. The centers of the kernel
ransform were identified using hierarchical clustering method. To
alance the training performance and the generalization capabil-
ty of the model, the number of the subclasses N in each class
as determined based on the “parsimony” principle, that is, if the

raining errors were the same for different models of varying sub-
lass number N, then the model with the minimum N was the best.
he parameter C in SVM was determined by sensitivity analysis. In

able 2
he description of four highly significant genes of each class in the second data set identi

elated class S Gene des

R 3.2629×10−134 X05332:
3.4419×10−82 X07730: H
1.7320×10−22 S39329: G

1541 nt]
5.6319×10−22 AA65887

L 0.0566 X14640: H
0.2010 U31120: H
0.2289 AA131149
0.3230 L19872: H

R 0.4653 AF061741
mRNA

0.6087 D13666:
(OSF-2os)

0.6403 M55153:
0.6583 AF049910

O 0.0340 AB00678
0.1400 X53463:
0.1577 L20826: H
0.1942 M35252:

A 0.4742 M26683:
0.4993 U09510: H
0.5093 AF002697

encoding
0.5488 D87433: H

I 0.0233 AF022375
0.0248 AB022718

progester
0.0303 AF024710
0.0312 D14874: H

I 0.0031 X03168: H
0.0048 U31449:
0.0134 U26209:
0.0294 U37055:

V 0.0291 X51630: H
0.1588 U40434:
0.3414 X63187: H
0.4132 AI800499

A 1.6882×10−8 M18700:
0.0013 U66061:
0.0013 AB011112
0.0127 U31449:

A 0.2773 Z46629: H
0.4425 M60028:
0.4519 U17760: H
0.4758 J05581: H

S 0.2995 X14487: H
0.3112 U14550:
0.4252 AB000714
0.4417 AA67590
9 (2009) 260–267

other words, different values were used for C in SVM leaning, and
the training error was plotted versus the value of C. This plot typi-
cally showed that the training error firstly deceased with increasing
value of C, and then became flat gradually as C values increased fur-
ther. Therefore, C could be determined by the value that first gave
the minimum training error.

As a comparison, k-nearest neighbors algorithm (k-NN) and tra-
ditional SVM with a global Gaussian kernel transform were also
used to the two data sets. The parameters of k-NN and traditional
SVM were determined by cross-validation.
3.3.1. Data set 1
The leukemia data set was used for classification with varying

number of genes selected for each class l = {1, 2, 3, 6, 10, 20}. The
classification results are summarized in Table 3. The first column is
the number, l, of selected genes in each class. With l genes picked

fied by PDFS.

cription

Human mRNA for prostate specific antigen
SPSA human mRNA for prostate specific antigen
landular kallikrein-1 {alternatively spliced} [human, prostate, mRNA,

7: nt84c12.s1 Homo sapiens cDNA

uman mRNA for keratin 13
uman interleukin-13 (IL-13) precursor gene
: zo16d05.r1 homo sapiens cDNA
uman AH-receptor mRNA

: Homo sapiens retinal short-chain dehydrogenase/reductase retSDR1

HUMOSF2OS homo sapiens osf-2 mRNA for osteoblast specific factor 2

Human transglutaminase (TGase) mRNA
: Homo sapiens TACC1 (TACC1) mRNA

1: Homo sapiens mRNA for galectin-4
Human mRNA for glutathione peroxidase-like protein

uman I-plastin mRNA
Human CO-029

HUMIFNIND human interferon gamma treatment inducible mRNA
uman glycyl-tRNA synthetase mRNA
: Homo sapiens E1B 19K/Bcl-2-binding protein Nip3 mRNA, nuclear gene
mitochondrial protein
uman mRNA for KIAA0246 gene, partial cds

: Homo sapiens vascular endothelial growth factor mRNA (VEGF)
: Homo sapiens mRNA for DEPP (decidual protein induced by
one)
: Homo sapiens vascular endothelial growth factor (VEGF) mRNA
omo sapiens mRNA for adrenomedullin precursor

uman mRNA for S-protein
Human intestinal and liver tetraspan membrane protein (il-TMP) mRNA
Human renal sodium/dicarboxylate cotransporter (NADC1) mRNA
Human hepatocyte growth factor-like protein gene, complete cds

SWT1 human Wilms cancer WT1 mRNA for zinc finger protein
Human mesothelin or CAK1 antigen precursor mRNA
omo sapiens HE4 mRNA for extracellular proteinase inhibitor homologue
: tc11f11.x1 homo sapiens cDNA, 3 end

Human elastase III A gene
Trypsinogen C
: Homo sapiens mRNA for KIAA0540 protein
Human intestinal and liver tetraspan membrane protein (il-TMP) mRNA

omo sapiens SOX9 mRNA
Human MHC class II HLA-DQ-beta (DQB1, DQw9)
uman laminin S B3 chain (LAMB3) gene
uman polymorphic epithelial mucin (PEM) mRNA

uman gene for acidic (type I) cytokeratin 10
Human sialyltransferase SThM (sthm) mRNA
: Homo sapiens hRVP1 mRNA for RVP1

0: g02504r Homo sapiens cDNA, 5 end
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genes among the 3571 variables increased the risk of overfitting
of the classification model. Then, the performance of a traditional
SVM model built using the top ranked genes identified by PDFS
was examined. The classification model using the eighteen high
ig. 2. The heat map shows the expression levels of the four most important genes
o the preprocessing steps.

ut for each class, there were l×K genes in total in the classifica-
ion model (here K was the number of classes). The misclassification
ounts of the training samples are given in the second column. It
evealed that two or even less misclassified samples out of the 38-
bject training set were obtained. The training error decreased with
ncreasing number of selected genes in cases when the selected
enes were not excessive. The model with three genes for each
lass yielded a misclassification error of one sample, and with six
enes for each class, the model yield perfect training and predic-
ion. This conclusion seemed statistically straightforward, since a

odel with more variables would exhibit improve learning ability.
ith excessive selected genes (more than six genes for each class),

he training error increased, on the contrary. The model with 10
enes for each class misclassified one training sample and one test
bject, which was worse than that with 6 genes for each class. This
eculiar observation might be due to that the local kernel trans-
orm was distance-dependent, then inclusion of non-discriminative
ariables might mask the contribution of discriminative genes to
he distance calculation and make the local kernel transform less

iscriminative. Therefore, it is clear that with proper number of
elected genes, the proposed method is able to offer the best classi-
cation with only quite a few discriminative genes. It is noteworthy
hat such desirable results for AML/ALL problem have not reported
et. A misclassification rate of two samples was reported for the test

able 3
lassification results for leukemia data obtained by LKT-SVM combined with PDFS
ethod when different number of top ranked genes were used.

o. of genes for each class, l Training errors Test errors

1 1 2
2 0 2
3 0 1
6 0 0

10 1 1
0 1 1
fied for each class for the training samples of the data set 2 standardized according

set with 44 genes selected [49]. Also, one sample was misclassified
in the test set with 40 genes selected [50]. A prediction error of one
sample was obtained by using 15 genes selected [51].

Fig. 3 reveals the best classification results obtained by differ-
ent methods for the leukemia data. Six test errors were obtained
by k-NN. The prediction accuracy for the 34 test samples is 82.35%.
A traditional SVM using a global Gaussian kernel transform did not
improve the classification accuracy. The prediction accuracy for the
training set is 100.00%, but for the test set, the prediction accu-
racy is 85.29%. A good many irrelevant, insignificant or redundant
Fig. 3. The best classification accuracy of leukemia data obtained by different meth-
ods.
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Table 4
Classification results for the second data set obtained by LKT-SVM combined with
PDFS or standard kernel transform-SVM with BSS/WSS when different number of
top ranked genes were used.

Total no. of genes Training error rate (%) Prediction error rate (%)

Method 1a Method 2b Method 1a Method 2b

11 6.06 42.25 14.29 52.38
33 0 14.08 4.76 26.19
55 0.76 7.04 0 11.90
77 1.52 2.11 0 11.90
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9 0 0.70 0 16.67

a LKT-SVM combined with PDFS method.
b Standard kernel transform-SVM combined with BSS/WSS.

elated genes provides an improved prediction result. The classifi-
ation accuracy for the training set is 97.37% and for the test set is
4.12%. One can conclude that PDFS is very effective in identifying
ignificant genes. Compared with k-NN and SVM as shown in Fig. 3,
KT-SVM provides the same good performance for the training set
ut better performance for the test set, exhibiting that the proposed
ethod has good precision in modeling and superior generalization

n prediction. Key genes of leukemias were well addressed by PDFS,
nd local kernel transform-based SVM eliminated the interference
rom different classes, contributing to the supper performance of a
lassification model.

.3.2. Data set 2
Table 4 is a summary of training and prediction accuracy for

he 11-class cancer classification problem with varying number
f selected genes. To demonstrate the advantage of the pro-
osed method over traditional one, the results obtained using the
SS/WSS-based method [11] are also given in Table 4. The number
f genes selected for each class is listed in the first column, imply-
ng that the number of variables included in different models is
1, 33, 55, 77 and 99, respectively. One observes from Table 4 that
ith equal number of selected genes, the proposed method demon-

trates much better performance not only in the training but also
n the generalization than the BSS/WSS-based strategy. With five
enes selected for each class, the proposed method gave a training
rror of 0.76% and a perfect prediction, while the BSS/WSS-based
rotocol yielded a training error of 7.04% and a prediction error of
1.90%. Even with nine genes selected for each class, the BSS/WSS-
ased procedure still had a training error of 0.70% and a prediction
rror of 16.67%. These observations implied that the genes selected
sing the BSS/WSS-based procedures were less discriminative than
hose selected by the proposed PDFS-based method. A close inspec-
ion of the selected genes obtained by the proposed method, found
hat several significant genes such as X05332, X14640, U31120,
31449, U40434, AB022718, AF022375, AF049910, M60028 and
B000714 were not identified by the BSS/WSS-based procedure. As
escribed in the preceding section, these genes contained useful

nformation for discriminating a certain cancer class from the oth-
rs. However, because these genes only possessed discriminative
nformation for a certain class rather than maximizing the sep-
rability of all the classes, these genes would be ignored by the
SS/WSS-based strategy. One also noticed that the genes AF049910,
60028 and AB000714 with multi-mode distributions were also

ncluded in the model. It is theoretically apparent that these genes
ould be overlooked by all the existing gene mining approaches,

ince these methods are traditionally based on the statistics of
etween-class dissimilarity and within-class similarity that are

enerally derived from mono-modal distributions. Therefore, one
ould conclude that the proposed method could effectively select
enes with enhanced discriminative power and the resulting model
ad improved learning and generalization ability with fewer vari-
bles.
Fig. 4. The best classification accuracy of the second data set obtained by different
methods.

Different classification methods were also used to this data set.
Fig. 4 shows the best classification results obtained by k-NN, tra-
ditional SVM and LKT-SVM. The classification accuracy obtained
by k-NN is 88.10% for the test set, a not satisfactory result. A tra-
ditional SVM model without variable selection gives classification
accuracy 100.00% for the training set and 88.10% for the test set.
The model endured serious overfitting problem. The best results
provided by SVM combined with BSS/WSS are 99.30% for the train-
ing set and 83.33% for the test set when 99 variables were included
in the model, as shown in Table 4. Due to limited variable selection
ability of a BSS/WSS basis variable selection method, the overfit-
ting problem of the classification model is still serious, exposed
by the low prediction accuracy for the test set. Compared with
the SVM model without variable selection and the SVM model
using the BSS/WSS-based variable selection method, SVM com-
bined with PDFS improves the results greatly. The classification
accuracy for the test set is 95.24% when 99 top ranked genes were
used, indicating that PDFS is helpful to improve the generalization
ability of a model built by traditional SVM. In addition, LKT-SVM
again provides even better classification performance than SVM.
The classification accuracy for the training and test sets is both
100.00%. It reveals that LKT-SVM combined with PDFS has desir-
able generalization ability in prediction due to the incorporation of
LKT.

4. Conclusion

In the present study a novel approach for significant gene mining
has been proposed based on the probability density function simi-
larity. Also, a local kernel transform-based support vector machine
algorithm has been developed to tackle the multi-class problem. It
has been demonstrated that the proposed gene mining approach
is very flexible and efficient in significant gene identification for
multi-class discrimination with complicated multi-modal distri-
butions or mono-modal distribution with a center located among
other classes. The local kernel transform of SVM extracts the fea-
ture variables separately using the significant genes identified for
each class. This offers the possibility of eliminating the interference
from different classes. The results reveal that the combination of
the gene mining approach with the support vector machine algo-
rithm is able to give desirable classification for both the training

data and the testing set with a small set of significant genes. There-
fore, the proposed approach is expected to hold great promise in
gene marker discovery and expression profile-based clinical diag-
nosis.
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a b s t r a c t

An automated stopped-in-dual-loop flow analysis (SIDL-FA) system is proposed for the determination
of vanadium in drinking water. The chemistry is based on the vanadium-catalyzed oxidation reaction of
p-anisidine by bromate in the presence of Tiron as an activator to produce a dye (�max = 510 nm). A SIDL-FA
system basically consists of a selection valve, three pumps (one is for delivering of standard/sample, and
others are for reagents), two six-way injection valves, a spectrophotometric detector and a data acquisition
device. A 100-�L coiled loop around a heated device is fitted onto each six-way injection valve. A well-
topped-in-dual-loop
low analysis
atalytic determination
anadium

mixed solution containing reagents and standard/sample is loaded into the first loop on a six-way valve,
and then the same solution is loaded into the second loop on another six-way valve. The solutions are
isolated by switching these two six-way valves, so that the catalytic reaction can be promoted. The net
waste can be zero in this stage, because all pumps are turned off. Then each resulting solution is dispensed
to the detector with suitable time lag. A touchscreen controller is developed to automatically carry out
the original SIDL-FA protocol. The proposed SIDL-FA method allows vanadium to be quantified in the

is ap
range of 0.1–2 �g L−1 and

. Introduction

Vanadium has recently attracted much attention for its poten-
ial role against diabetes [1,2]. Heyliger et al. reported that vanadate
vanadium in pentavalent state) appeared to have an insulin-like
ction in the in vivo experiments on diabetic rats [3]. Vanadyl (vana-
ium in tetravalent state) in vitro and in animal models of diabetes
as been shown to reduce hyperglycemia and insulin resistance [4].
ome clinical trials with human have also shown that vanadium
mproved insulin sensitivity in patients with diabetes mellitus [5].

recent study revealed that vanadium administration in impaired
lucose tolerance patients increased triglyceride concentrations
ithout changes in insulin sensitivity [6].

Nowadays prevalence of diabetes is a global issue [7], and the
apanese government enacted the Health Promotion Act (Act No.
03 of 2002) to raise health awareness by Japanese people. We
ave now various kinds of bottled mineral waters as drinking
aters. Some of them contain naturally occurring vanadium, and
t was reported that the consecutive administration of such drink-
ng water (containing approximately 65 �g L−1 vanadium) resulted
n a significant reduction of blood glucose levels in human dia-
etes [8]. Although devotees may benefit from such mineral waters

∗ Corresponding author. Tel.: +81 565 48 8121; fax: +81 565 48 0076.
E-mail address: teshima@aitech.ac.jp (N. Teshima).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.04.018
plied to the determination of vanadium in drinking water samples.
© 2009 Elsevier B.V. All rights reserved.

with respect to their health, the exact role of vanadium has yet to
be established. Therefore the concentration of vanadium in bot-
tled mineral waters must be strictly controlled, and an affordable
and sensitive analytical method for vanadium determination is
required.

Kinetic methods based on catalytic reactions are among the most
sensitive for trace metal analysis [9,10]. Various catalytic reactions
have heretofore been utilized as indicator reactions for the deter-
mination of trace vanadium [11–15].

Flow injection analysis (FIA) is one of the promising techniques
to obtain highly sensitive methods, provided that suitable chemical
reactions are introduced into FIA [16]. Since Yamane and Fuka-
sawa first adapted a catalytic effect of vanadium into an FIA system
[17], several workers have described FIA methods for catalytic
determination of vanadium with spectrophotometric [18–24] and
chemiluminescent [25,26] detections. However, basically FIA tech-
niques need to establish a baseline continuously, which leads to
continuous waste generation.

Since Ruzicka and Hansen conceived FIA [27], some highly
sophisticated flow-based analytical systems have been proposed:
air-carrier continuous analysis system [28], sequential injection

analysis [29], multi-commutation in flow analysis [30], multi-
syringe flow injection analysis [31], all injection analysis [32],
multi-pumping in flow analysis [33] and hybrid flow analyzer [34].
These techniques are capable of lower reagent(s) consumption and
lower waste generation than traditional FIA. A multi-pumping flow
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Fig. 1. Schematic flow diagram of the SIDL-FA system. B, 10 mM HNO3; S1 and
S2, sample; RS1, mixed solution of 80 mM p-anisidine and 1 M acetate buffer
(pH 3.3); RS2, 50 mM KBrO3; RS3, 0.15 M Tiron; V1, four-port selection valve;
V2 and V3, six-way injection valves; P1, P2 and P3, double plunger pumps (P1,
18 N. Teshima et al. / Ta

ystem was demonstrated in relation to a spectrophotometric cat-
lytic determination of iron and vanadium [35].

Stopped flow injection (FI) technique allows longer reaction
ime with minimization of dilution and without a long reaction
oil, yielding higher sensitivity as well as lower waste generation.
owever, conventional stopped FI systems are subject to continu-
us contact of the resulting solution to the cell window. This may
ause violation of cleanliness on the window; especially it would
e a serious problem in spectrophotometric flow-based analysis.
nother concept for stopped FI procedure was proposed by Grud-
an [36]: the flow is stopped at a mixing coil (not at a flow cell) for
period before allowing to flow further to the flow-through cell in
simple colorimeter as a detector. Indeed the procedure does not

xpose continuously the cell window to the colored product, but
he reagent solution continues to exist inside the cell during the
topping time.

In our previous paper [37], we proposed an alternative stopped
ow technique called stopped-in-loop flow analysis (SIL-FA) and
emonstrated an SIL-FA method for the catalytic determination of
anadium. The SIL-FA system allowed its own detection window
o be washed (no continuous exposure to the reaction product and
he reagents) when the reactant stayed at the stationary coiled loop
n a six-way injection valve. However, the SIL-FA protocol contain-
ng switching of two six-way valves and control of three pumps
ON/OFF) were all carried out manually. Also, a produced dye in the
oop was dispensed to the detector by the mixed solution contain-
ng carrier and all reagents solutions. Furthermore the applicability
as limited due to only one loop in where the reaction took place.

In the present paper, two coiled loops are set in a SIL-FA system,
nd we call it stopped-in-dual-loop FA (SIDL-FA). A programmable
ouchscreen controller for a SIDL-FA system is newly designed, and
he controller successfully accomplishes a SIDL-FA protocol for the
atalytic determination of vanadium. A diluted nitric acid solution
not all reagents) is used to dispense a reaction product to the
etector, so that it can be possible to minimize the consumption
f reagents.

. Experimental

.1. Reagents

All reagents were of analytical grade and were used without fur-
her purification. Deionized water used to prepare solutions was
btained from an Advantec GSH-210 apparatus.

A commercially available vanadium(V) standard solution
or atomic absorption spectrometry (Wako, Osaka) containing
000 mg L−1 vanadium (ammonium metavanadate in 0.45 M sul-
uric acid) was used as a stock solution. Each working solution was
repared by serial dilution of the standard solution with 10 mM
itric acid.

A 0.25 M p-anisidine stock solution was prepared by dissolving
.16 g of p-anisidine (99%, FW = 123.16, Alfa Aesar Johnson Matthey
apan, Tokyo) in 200 mL of 3 M hydrochloric acid. A 2 M acetate
uffer solution (pH 3.3) was prepared from solutions of acetic
cid (Nacalai Tesque, Kyoto) and sodium acetate trihydrate (Nacalai
esque). These stock solutions were daily mixed to prepare a solu-
ion containing 80 mM p-anisidine and 1 M acetate buffer, and the

ixed solution was adjusted to pH 3.3 with 10 M sodium hydroxide
Nacalai Tesque). The mixed solution constituted RS1 referred to in
he section describing the procedure.

A 50 mM bromate solution was daily prepared by dissolving

.418 g of potassium bromate (FW = 167, Wako) in 50 mL of water.

A 0.15 M Tiron solution was daily prepared by dissolving 2.49 g of
,2-dihydroxy-3,5-benzenedisulfonic acid disodium salt monohy-
rate (FW = 332, Dojindo Laboratories, Kumamoto, Japan) in 50 mL
f water.
0.90 mL min−1; P2, 0.15 mL min−1; P3, 0.20 mL min−1); H, heater; T, thermocou-
ple; PID, proportional–integral–derivative controller (set at 105 ◦C); L1, first loop
(100 �L); L2, second loop (100 �L); D, spectrophotometer (510 nm); R, recorder; PC,
personal computer; BP, backpressure restrictor (0.25 mm i.d., 45 cm long).

2.2. Apparatus

The SIDL-FA system is shown schematically in Fig. 1. Three dou-
ble plunger micro pumps were used to deliver solutions: P1 and P3
were of F·I·A Instruments, Tokyo (Dual Pump 201), and P2 was of
Soma Optics, Tokyo (Intelligent Pump 301 M). A homemade touch-
screen controller (TSC) possesses a four-port selection valve and
two six-way injection valves. A proportional–integral–derivative
(PID) digital controller (SR91, Shimaden, Tokyo) was employed to
control two cartridge heaters (C3JX4A, Watlow Japan, Tokyo) and a
thermocouple (type K chromel–alumel, Sakaguchi E.H VOC, Tokyo).
Each heater was installed into a tubular brass which Teflon tubing
was coiled to compose a heated loop. A double beam spectropho-
tometer (S-3250, Soma Optics) fitted with a flow-through cell (8 �L
volume, 10 mm path length) was used for absorbance measure-
ment. The detector output was acquired on a PC through a recorder
(FIA monitor, Ogawa & Co., Kobe, Japan). All flow lines were made
from 0.5 mm i.d. Teflon tubing except for a backpressure restrictor
(BP) that consisted of 0.25 mm i.d. Teflon tubing (45 cm long).

2.3. Procedure

A 10 mM nitric acid solution (B) for uncatalyzed reaction (blank
measurement) or a standard/sample solution (S1 or S2) for cat-
alyzed reaction was delivered by pump 1 (P1) at a flow rate of
0.90 mL min−1. This diluted nitric acid (B) was also used as a car-
rier solution (for dispensing a reaction product to the detector, vide
infra). Pump 2 (P2, 0.15 mL min−1) was used to deliver a mixed
solution (RS1) of 80 mM p-anisidine and 1 M acetate buffer (pH
3.3). The oxidant (RS2, 0.05 M KBrO3) and the activator (RS3, 0.15 M
Tiron) solutions were delivered by pump 3 (P3) at a flow rate of
0.1 mL min−1, respectively.

As shown in Fig. 2, TSC controlled three pumps (P1, P2 and P3),
three valves (V1, V2 and V3) and a recorder (R) using a built-in pro-
grammable logic controller (PLC). The temporal operation and each
function of the SIDL-FA system are depicted in Table 1. This protocol

was automatically carried out to obtain two peaks derived from two
loops (L1 and L2). When a couple of peaks for uncatalyzed reaction
(namely blank peaks) was obtained, the port no. of V1 was fixed
at 1 through one protocol (see Table 1). For a couple of peaks for
catalyzed reaction, several ports of V1 were selected.
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Table 1
Temporal operation of the SIDL-FA system.

Step Port no. of V1 V2 V3 P1 P2 P3 R Time s-1 Function

Uncatalyzed Catalyzed

1 1 2 ON OFF ON ON ON OFF 75 Loading reagents and B or S1 into L1

2 1 3 OFF ON ON ON ON OFF 75 Reaction in L1, and loading reagents and B or S2 into L2

3 1 4 OFF OFF ON OFF OFF OFF 40 Reaction in both loops and washing line
4 1 4 OFF OFF OFF OFF OFF OFF 25 Reaction in both loops (net waste = 0)
5 1 4 OFF OFF ON OFF OFF OFF 20 Reaction in both loops and establishing baseline
6 1 4 OFF OFF ON OFF OFF ON 20 Reaction in both loops and starting data acquisition
7 OFF
8 OFF
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1 4 ON OFF ON OFF
1 4 ON ON ON OFF

bbreviations (V1, V2, V3, P1, P2, P3, R, B, S1, S2, L1, and L2) as in Fig. 1.

Here a typical sequence of operation for catalyzed reaction
s described. Steps 1 and 2 involve the loading of a well-mixed
olution of standard/sample and reagents into L1 and L2. The cat-
lyzed reaction at 105 ◦C occurs in L1 (steps from 2 to 6) and
2 (steps from 3 to 7) for 180 s, respectively. While the reac-
ion occurs in each loop, the flow-through cell and the flow
ine are washed with a diluted nitric acid (B) to prevent con-
inuous exposure to the reaction product and the reagents (step
). The net waste is zero in step 4 (all pumps are turned off).

n step 5, a baseline is established by pumping only B (only P1 is
urned on). In step 6, a trigger is sent to the recorder to acquire
ata. Finally, a peak for L1 is obtained in step 7, followed by step
for signal monitoring of a peak for L2. The overall measurement

ycle for the two peaks is therefore 370 s.
The absorbance of the reaction product was measured at 510 nm.

. Results and discussion

.1. Absorption spectra

The chemistry relied on the catalytic effect of vanadium on
he oxidation reaction of p-anisidine by bromate in the presence
f Tiron as an activator. Preliminary batchwise experiments have
een conducted to obtain absorption spectra. The procedure was
s follows: to 5 mL of 50 mM p-anisidine in a 25-mL of volumetric
ask, 0.5 mL of 2 M acetate buffer, 4 mL of 2.5 �g L−1 vanadium(V)
n 10 mM nitric acid (or same volume of 10 mM nitric acid for blank)
nd 1 mL of 0.25 M Tiron were added. Then after adjusting pH 3.3,
he solution was kept at 65 ◦C in a thermostated bath for about
min to attain thermal equilibrium. To initiate the catalytic reac-

ion, 1 mL of 0.25 M bromate heated at 65 ◦C was added, and diluted

ig. 2. Schematic diagram of control system with touchscreen controller (TSC). PLC,
rogrammable logic controller. Other abbreviations as in Fig. 1.
ON 75 Reaction in L2, signal monitoring for L1 peak
ON 40 Signal monitoring for L2 peak

to the mark with water. At 30 min after the initiation of the reaction,
a portion of the sample solution was immersed in an ice bath about
30 s for quenching. The result is shown in Fig. 3. The red colored
product has an absorption maximum at 510 nm.

Bontschev and Jeliazkowa [38] fully investigated the catalytic
oxidation of p-phenetidine (NH2-Ph-OC2H5) by chlorate with vana-
dium(V) as catalyst. They reported that vanadium(V) forms a charge
transfer complex with NH2-Ph-OC2H5, an electron from the ary-
lamine is completely localized in an atomic orbital of vanadium,
and two arylamine radicals are formed:

(1)

Finally N-(4-ethoxyphenyl)-quinoneimine (�max = 510 nm) is pro-
duced by the recombination of two radicals with hydrolysis [38].
Vanadium(IV) produced is oxidized by bromate and thus returns in
the cyclic reaction.

In this study we employed p-anisidine as substrate for a
vanadium-catalyzed reaction. According to the obtained absorption
spectra as shown in Fig. 3, the catalytic oxidation of p-anisidine can
proceed by similar homolytic mechanism mentioned above. There-
fore we concluded that the most expected product in this study was
N-(4-methoxyphenyl)-quinoneimine:

3.2. Design of touchscreen programmable controller for SIDL-FA

It is self-evident that sophisticated flow-based analyses have
been developed by automatic controls of gas and/or liquid handling
devices such as pumps and valves. Although it is easy for advanced
users to accomplish such controls, a user-friendly ubiquitous con-
trol system is still required to have flow-based analyses widespread.
As mentioned in Section 2, the proposed TSC (Fig. 4) controls three
pumps (ON/OFF), port selection of V1, valve switching of V2 and V3
and a recorder. As can be seen in Fig. 4(c), one can start analysis
with a touch on the screen panel which displays the current states
of three valves and three pumps in real time. Also, the analytical
protocol can be easily modified by touching to “CONFIG.” on the
display area.

3.3. Optimization
The protocol depicted in Table 1 was temporarily modified in
the optimization study. We omitted operation with respect to L1
from the whole protocol, i.e. we measured the absorbance of the
uncatalyzed and catalyzed reaction products from only L2.
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Fig. 3. Absorption spectra of the reaction product. CV in �g L−1: (a) 0; (b) 0.4.
Cp-anisidine, 10 mM; Cacetate buffer, 40 mM (pH 3.3); CTiron, 10 mM; Cbromate, 10 mM; tem-
perature, 65 ◦C; reaction time, 30 min.

F
o

3

i

F
(

ig. 4. Touchscreen controller. (a) Side view; (b) front view; (c) example of indication
n the touchscreen panel.
.3.1. Effect of stopping time in loop
Stopping time in L2 was varied from 2 to 5 min. The symbols

n Fig. 5 denote absorbance values of uncatalyzed (©), catalyzed

ig. 5. Effects of stopping time in L2 on uncatalyzed (©) and catalyzed (�) reactions.
�) Net absorbance; CV, 1.0 �g L−1. Other conditions as in Fig. 1.
Fig. 6. Effects of pH on uncatalyzed (©) and catalyzed (�) reactions. (�) Net
absorbance; CV, 1.0 �g L−1. Other conditions as in Fig. 1.

(�) and the net (�). The uncatalyzed reaction was little affected
by an increase in stopping time. The catalyzed reaction, on the
contrary, was dramatically enhanced. Taking into account sample
throughput, a stopping time of 3 min was chosen.

3.3.2. Effect of temperature
Temperature setting of the PID controller was varied from 80 to

105 ◦C. The absorbance of uncatalyzed reaction was constant in this
temperature range. The response of catalyzed reaction increased
with raising temperature. At temperature higher than 105 ◦C, we
encountered bubble-induced detector problems. We chose there-
fore a temperature setting of 105 ◦C.

3.3.3. Effect of pH
Fig. 6 shows the effect of pH on the responses. The x-axis of

Fig. 6 stands for pH of the waste solution. The response of catalyzed
reaction had a plateau in the range of 2.7–3.0, and the response of
uncatalyzed reaction slightly decreased in the examined pH range.
Although the net absorbance was highest at pH 2.7, we chose a
reaction pH of 3.0, because the blank response at pH 3.0 was a little
bit lower than that at pH 2.7. The pH value of RS1 containing acetate
buffer was adjusted at pH 3.3 to obtain the chosen pH 3.0 for the
waste solution.

3.3.4. Effect of p-anisidine concentration
The effect of p-anisidine concentration on the responses was

studied over the range from 40 to 90 mM in RS1. The response of
catalyzed reaction increased monotonically with p-anisidine con-
centration, but that of uncatalyzed reaction also increased slightly.
Hence, p-anisidine concentration of 80 mM was chosen.

3.3.5. Effect of bromate concentration
Both catalyzed and uncatalyzed reactions accelerated with

increasing bromate concentration over the range from 10 to
200 mM. We chose a bromate concentration of 50 mM.

3.3.6. Effect of Tiron concentration
The use of properly selected activators for catalytic reactions

offers an improvement in the sensitivity and/or the selectivity [39].
There have been numerous reports on vanadium-catalyzed indica-
tor reactions in which some ligands acted as activators: oxine [40],

oxalic, citric [41] and sulfosalicylic acids [22,41], Tiron [14,19,23],
tartrate [15], gallic acid [21] and hydrogen carbonate [25]. We
employed Tiron as the activator for the proposed catalytic oxidation
of p-anisidine. The effect of Tiron concentration on the responses
was shown in Fig. 7. The response of catalyzed reaction remained
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ig. 7. Effects of Tiron concentration on uncatalyzed (©) and catalyzed (�) reactions.
�) Net absorbance; CV, 1.0 �g L−1. Other conditions as in Fig. 1.

lmost constant at Tiron concentrations higher than 0.1 M. The net
alue was highest at 0.15 M, so we chose this concentration.

Bontschev [39] reported that hydroxy acids, such as oxalic, citric
nd gallic acids, acted as activator for vanadium-catalyzed oxida-
ion of p-phenetidine by chlorate. Such activators (A) are oxidized
asily by vanadium(V) to radicals (A•),

(V) + A → A• + V(IV) (2)

hich then react with the coexisted p-phenetidine (S) to produce
ts radical (S•),
• + S → A (or A′) + S• (3)

ollowed by the recombination of S• as described in Section 3.1.
iron has two hydroxyl groups to be easily reduced. Hence the
imilar pathway as mentioned above can be thought to proceed in
he present catalytic reaction, although there are several possible

echanisms.

.4. Analytical characteristics

The typical system output is shown in Fig. 8. As described in

ection 2.3, the SIDL-FA protocol depicted in Table 1 gave two peaks
or two loops; for example (a) and (a′) in Fig. 8 are of peaks for
ncatalyzed reaction obtained from L1 and L2, and (b) and (b′) are
f peaks for 1 �g L−1 vanadium from L1 and L2. As can be seen in
ig. 8, a negative peak was observed in each measurement. This is

ig. 8. Typical system output for response to standard vanadium(V) obtained from
1 ((a), (b) and (c)) and L2 ((a′), (b′) and (c′)). CV in �g L−1: (a) and (a′) 0; (b) and (b′)
.0; (c) and (c′) 2.0. Other conditions as in Fig. 1. The abscissa does not stand for the
otal analysis time, but stands for the data acquisition time (steps 6–8, see Table 1).
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probably due to the differences in refractive indices between the
resulting solution from each loop and the carrier stream (10 mM
nitric acid). These negative peaks due to Schlieren effect could be
neglected in this system because acceptable calibration curves for
L1 and L2 in the range of 0–2.0 �g L−1 vanadium(V) were obtained
from only positive peaks without any compensation:

Net absorbance = 0.104[V(V), �g L−1]−0.00504

for L1 (r2= 0.993) (4)

Net absorbance = 0.128[V(V), �g L−1]−0.00678

for L2 (r2= 0.993) (5)

The lower slope value of L1 was caused by the longer distance
between L1 and the detector than that for L2. However the 3� limit
of detection for L1 (0.038 �g L−1) was comparable to that for L2
(0.037 �g L−1). Therefore we can obtain analytical values of two
unknown samples using L1 and L2 for 370 s. The sample throughput
is therefore approximately 20 samples h−1. In our previous study
on SIL-FA with a single loop [37], 280 s was needed to obtain an
analytical value of one unknown sample (the sample throughput
was approximately 13 samples h−1). The proposed SIDL-FA with
two loops is superior to sample throughput. The R.S.D. values (n = 5)
in the present study were 0.81% (L1) and 1.1% (L2) for responses at
1.0 �g L−1.

3.5. Interferences

The effects of various foreign ions on the response of 1.0 �g L−1

vanadium(V) obtained from L2 were studied. The results are
summarized in Table 2. The tolerance limit was defined as the
interference that yielded a relative error less than or equal to
±5%. Among the tested foreign ions, iron(III) gave the largest pos-
itive interference. In our previous paper [42], the oxidation of
p-anisidine by hydrogen peroxide was catalyzed by iron. Hence
iron(III) may act as a catalyst for the oxidation reaction in this study.
Although 50 �g L−1 iron(III) is tolerable for the determination of
1.0 �g L−1 vanadium(V) by the proposed method, the applicability
of this method to natural water analysis would be limited by this
value. It was reported that 40–80 �g L−1 iron existed in well water
[43]. However the proposed method is allowed to be applied to
vanadium-rich water analysis.

3.6. Application

The proposed SIDL-FA method was applied to the determina-

tion of vanadium in commercial bottled water samples (Table 3). A
paired t-test was performed on the data obtained by the proposed
method and ICP-MS. The experimental t-value was 1.538 which is
less than the critical t-value at the 95% confidence level for three
degrees of freedom (3.182). The statistical analysis revealed that

Table 2
Tolerance limits of foreign ions on the determination of 1.0 �g L−1 vanadium(V).

Tolerance limit/�g L−1 Ion added

50,000 Mg(II), Na(I), Ca(II), Cd(II), K(I), Rb(I), Cl− , Br− ,
F− , NO3

− , SO4
2−

20,000 Ni(II), Mn(II), Pb(II)
10,000 Zn(II), Sn(IV)
5,000 Se(IV)
2,000 Al(III), Co(II), Si(IV)

500 Ti(IV)
200 Cr(VI)
100 Cu(II)

50 Fe(III)
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Table 3
Determination of vanadium in bottled mineral water.

Sample Found/�g L−1 Labeled/�g L−1

Proposed ICP-MS

Loop 1 Loop 2

1a 92 ± 0.9 – 92 ± 1.7 91
2b – 50 ± 0.4 49 ± 0.6 50
3b 62 ± 1.5 – 60 ± 4.0 62
4c – 0.97 ± 0.3 1.0 ± 0.05 1
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a The water was diluted to 200 times with 10 mM nitric acid before measurement.
b The water was diluted to 100 times with 10 mM nitric acid before measurement.
c The water was diluted to 2 times with 10 mM nitric acid before measurement.

here is no significant difference between the two methods. In addi-
ion, the analytical values were in fair agreement with the labeled
alues.

. Conclusion

We have proposed here an automated SIDL-FA system for
inetic-catalytic determination of vanadium in bottled drinking
ater. The designed touchscreen controller could successfully
erform the SIDL-FA operation sequence. The SIDL-FA technique
rovides smaller reagent consumption than conventional FIA sys-
em. Such automated SIDL-FA technique is expected to be applicable
o any kinetic-catalytic methods of analysis.
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Letter to the Editor

Comments on “Determination of S-nitrosoglutathione and other nitrosothiols by p-hydroxymercurybenzoate derivatization and
reverse phase chromatography coupled with chemical vapor generation atomic fluorescence detection” by Bramanti et al.
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alidation

ear Editor,

Nitric oxide (NO) is one of the most potent endogenous
asodilators and a very short-lived species in blood. Half-life and
oncentration of NO in human circulation are estimated to be
elow 0.1 s and 1 nM, respectively. Other longer-lived NO-derived
pecies, notably S-nitrosothiols (RSNO) and nitrite, are believed to
e storage and transport forms of NO bioactivity within the vas-
ulature. Endogenous high-molecular-mass (HMM) RSNO include
-nitrosohaemoglobin (SNOHb) and S-nitrosoalbumin (SNOALB).
utative endogenous low-molecular-mass (LMM) RSNO are S-
itrosoglutathione (GSNO), S-nitrosocysteinylglycine (SNOCG) and
-nitrosocysteine (SNOC).

Accurate quantitative determination of RSNO in biological sam-
les represents a big challenge for chemist analysts. Presumably,
here are no further analytes for which an almost five-order of mag-
itude concentration range has been reported for the basal state.
he analytical problems associated with the analysis of RSNO in
iological fluids are well-known and recognized and have been
eviewed and discussed by different groups [1–4]. Many factors
ay compromise accurate quantitative determination of RSNO in

iological fluids. Most important and difficult to control factors
nclude low concentration (pM/nM range), lacking stability, abun-
ant artifactual formation, and need for indirect measurement. A
onsiderable amount of responsibility may also be attributed to the
ather hesitant preparedness of scientists for adequate validation of
heir analytical methods for RSNO prior to application in basic and
linical research.

Bramanti et al. [5] recently reported on the development and
pplication of an indirect HPLC method to quantify LMM-RSNO in
uman plasma. This investigators group detected in plasma of 8
ealthy volunteers practically all putative LMM-RSNO and deter-
ined mean concentrations of 1460 nM for SNOC, 1000 nM for
-nitrosohomocysteine (SNOhC) and 320 nM for GSNO (in the pres-
nce of the �-glutamyl transferase inhibitor SBC, a serine–borate
omplex), whereas SNOCG was below the LOQ value of the method
presumably 80 nM). In the absence of SBC, the respective concen-
rations were 1850 nM, 1100 nM, 80 nM and 200 nM in plasma of 4

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.030
healthy volunteers. To the best of my knowledge, this is the first
report on such high concentrations of LMM-RSNO in plasma of
healthy humans. Their total concentration sums up to about 3 �M.
This concentration is about ten times higher than that reported for
the first time by Stamler et al. [6] for the sum of LMM-RSNO which
is however questioned in the literature [1,2,4]. Considering that the
concentration of HMM thiols in human plasma is about 500 �M
and that RSNO are in equilibrium with their thiols [7], the study of
Bramanti et al. [5] suggests that the concentration of HMM-RSNO in
human plasma (i.e. SNOALB) would be about 100–200 times higher
than the LMM-RSNO concentration, i.e. 300 �M. Such dramatic con-
ditions have not been reported and would be incompatible with
human life.

It is worth mentioning that the concentration of the LMM thiol
l-homocysteine in plasma of healthy humans is about 100 nM [8].
The plasma concentration of about 1000 nM of SNOhC reported
by Bramanti et al. [5] would be about 10 times higher than
the plasma concentration of its precursor. Such an imbalance for
thiol/S-nitrosothiol systems is reportedly unknown and highly
unlikely.

Considering the present knowledge in the NO/RSNO area of
research, one may be very surprised about the extremely high
concentrations of LMM-RSNO reported by Bramanti et al. [5].
In addition to analytical issues, measuring of such unlikely high
RSNO concentrations should prompt to a critical evaluation of the
findings with respect to potential physiological and pathological
consequences that would indispensably arise from such dramat-
ically high LMM-RSNO concentrations in human plasma. There
is no doubt that the quality of analytical measurements should
be tested by purely analytical criteria. However, the status of a
biological system, as reflected by the concentrations of relevant
representatives of the system in the basal state, should be an
additional criterion – on the part both of the investigators them-
selves and of the reviewers – to test the reliability of the analytical

procedures being proposed. From this perspective as well as from
the pure analytical point of view, i.e. improper method-validation
and lacking method-specificity, there is reasonable objection to the
validity of the LMM-RSNO concentrations measured in plasma of
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ealthy humans and to the dependability of the analytical method
sed by Bramanti et al. [5].
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a b s t r a c t

Only two computer-controlled microsolenoid devices, namely two micropumps or one micropump and
one microvalve, are sufficient for the construction of on-line dilution modules useful in several flow
analytical systems for the calibration using single standard. Three simple constructions of such modules
vailable online 24 March 2009

eywords:
low analysis
alibration
olenoid device

were tested and compared. The most promising is the one based on the concept of a microvalve controlling
dilution ratio of the standard and a solenoid micropump playing a double role: solution pumping device
and mixing segments homogenizer. All investigated modules were tested with paired emitter detector
diode (PEDD) as photometric flow-through detector and bromothymol blue as a model analyte. The best
module was implemented into more advanced flow-injection system dedicated for optical detection
of alkaline phosphatase activity using UV-PEDD-based flow-through detector for the enzyme reaction
EDD product.

. Introduction

The final goal of flow analysis (FA) is the automation or at least
echanization of whole analytical procedure from sampling to ana-

ytical results acquisition. Indispensable step of each FA method is
alibration. The set of standards method is the most popular method
f calibration. According to the FA idea this step should also be auto-
ated. For the analyst convenience off-line preparation of standard

olutions should be simplified and therefore several FA systems
equiring only one standard have been developed [1–8].

The mentioned approach can be realized by special units of FA
anifolds dedicated for controlled dilution of single standard like

he mixing chamber [1], system of dilution loops of different dimen-
ions [2], fully rotating valve with set of dilution loops [3,4] etc. SIA
pproach exploits an additional loop to generate concentration gra-
ient of standard [5]. Several calibration procedures in FA are based
n either merging zones approach [6] in which segments of stan-
ard can be superimposed and merged in a controlled way in the FA
ystem, or zone sampling approach [7] where a small portion of dis-
ersed standard zone can be injected into another carrier stream.
imilar possibilities are offered by modern, more or less sophis-

icated multi-pumping [9–11] and multi-commutation [12–14] FA
ystems, reviewed recently.

In this study, simple FA modules (composed of only two
omputer-controlled solenoid devices) dedicated for a single stan-

∗ Corresponding author.
E-mail address: luktym@chem.uw.edu.pl (Ł. Tymecki).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.028
© 2009 Elsevier B.V. All rights reserved.

dard calibration procedures, are investigated. The main goal of this
study is the development of module useful for further applications
in more sophisticated FA systems. The utility of investigated mod-
ules will be tested with newly developed PEDD-based photometric
detectors [15–17] designed for FA needs.

2. Experimental

Alkaline phosphatase isolated from bovine intestinal mucosa
(ALP, EC 3.1.3.1, powder 15 U mg−1) and p-nitrophenyl phosphate
(NPP) were obtained from Sigma–Aldrich (USA). Bromothymol blue
(BTB), p-nitrophenol (NP) and other reagents of analytical grade
were obtained from POCh (Poland).

Microsolenoid devices were purchased from Bio-ChemValve
Inc. (Boonton, USA). The solenoid pumps (product no.120SP1210-
4TE) operated with 2 Hz frequency as recommended
(http://www.biochemfluidics.com/) and indicated stroke vol-
ume of 16 �L. Moreover, three-way solenoid valves (product
no.100T3MP12-62-5) were applied. Both devices were PC-
controlled by the KSP Measuring System (Poland) [18]. Flow
manifolds were arranged with PTFE Microbore tubings (ID 0,8 mm)
from Cole-Palmer (USA). Architecture of investigated manifolds is
shown in next section of this paper.

Fabrication and analytical performance of flow-through PEDD

detectors was reported elsewhere [15–17]. Red, blue an UV light
emitting diodes (LEDs, diameter: 5 mm; lens: transparent, flat front;
view angle: 140◦) were obtained from Optosupply (Hong Kong).
Flow-PEDD for BTB detection was constructed using home-made
polycarbonate cell (10 mm optical pathlength, 90 �L dead volume)
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here two identical red LEDs [15,16] were applied. Voltage signals
enerated by this PEDD were recorded using a precise pH-meter
Radelkis, model OP-208/1, Hungary) coupled with data storage PC
ia RS232 interface [15]. UV-PEDD for NP detection was constructed
sing UV-LED and blue LED, as the light emitter and detector,
espectively [17]. Signals generated by this PEDD were recorded
ith Axiomet multimeter (model AX-18B, China) used as voltmeter

onnected with data storage PC via USB interface [16].

. Results and discussion

The use of multi-pumping systems for on-line dilution is quite
ften reported in the analytical literature [9–11]. The primary inves-
igated module consisting of two solenoid micropumps coupled
ith mixing coil and PEDD detector is depicted in Fig. 1A. The PEDD

onsisting of two red LEDs enables fast photometric detection of
TB. Voltage signal generated by the detector is directly propor-

ional to the absorbance of solution and thus to BTB concentration
15]. In this module, the on-line dilution of standard is controlled by
he ratio of pumps actuation. Pumps switching program dedicated
or the on-line calibration of FA system using a single standard is
hown in Fig. 1B

ig. 1. The scheme of calibration module (A) consisted of two pumps (P1, P2,), mixing coil
f detector response in the course of calibration (C) performed without (C1) and with (C2

eplacement.
79 (2009) 205–210

Results for calibration performed in the set-up without mix-
ing coil, shown in Fig. 1C, clearly demonstrate a significant role
of this part of the module. Immediately after Y-connector the
separate series of segments of the calibrant (BTB standard) and
the diluter (0.05 M borate buffer pH of 9.2) are formed and it
is recorded as an apparent noise of detector (shaded recording
C1). Obviously, “noise-free” signals for border calibrations stan-
dards (the highest and the lowest analyte concentrations, obtained
for the undiluted standard or diluter) clearly confirm that the
detector works correctly. The recording C2 obtained in the set-up
with additional 1.10 mL mixing coil is free from these inexpedi-
ent effects. Comparison of recordings C1 and C2 clearly confirms
that in the two-pumps module mixing coil is necessary for the
effective mixing and homogenization of standard and diluter seg-
ments. It leads to the formation of well-defined zones of diluted
standard exhibiting the requested concentration. The linear cali-
bration graph corresponding to recording C2 is shown in Fig. 1D
(curve D1).
Instability of solenoid micropumps parameters (mainly the
decalibration observed as internal volume changes) is the Achilles
heel of reported module. Thus frequent calibration of these devices
is necessary, because negligible volume differences cause signifi-
cant changes in resulted dilutions. This drawback is well illustrated

(MC) and detector (PEDD) Depiction of program for solenoid devices (B). Recordings
) mixing coil it the manifold. Calibration plots (D) before (D1) and after (D2) pump
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ig. 2. The schemes of calibration modules (A,B) consisted of valve (V), pump (P)
ecordings of detector response in the course of calibration performed in module A

y the D2 calibration graph shown in Fig. 1D, obtained under
he same experiment conditions as D1 graph, after changing
laces of micropumps apparently exhibiting the same volumes
nly.

The role of device controlling on-line dilution ratio can be played
y the microsolenoid valve. The scheme of single standard calibra-
ion module working according to this concept is shown in Fig. 2A.
he device switching program realizing the on-line calibration is

hown in Fig. 2C. The synchronization of electric pulses actuating
he pump and valve is a key factor for the proper operation of the

odule. Because of mechanical nature and differences in the con-
truction between solenoid devices, the pump should be actuated
few milliseconds earlier than the valve. Independent operation of
ng coil (MC) and detector (PEDD). Depiction of program for solenoid devices (C).
d B (E) without (D1, E1) and with (D2, E2) presence of mixing coil in the manifolds.

valve and pump could be possible only when pump generates con-
tinuous flow (e.g. peristaltic pump) not the pulsed flow (as solenoid
pump).

The superiority of valve–pump module over two-pumps set-
up is evident. The problem of valve decalibration does not exist,
because the valve volume is not significant in this system. On the
other hand, the ratio of calibrant/diluter mixing defined only by
the valve operation is independent of internal volume of solenoid

pump.

Similarly as in previous set-up shown in Fig. 1A, the presence
of mixing coil in the module before the detector is necessary. The
effect of mixing coil length on the recordings of calibration proce-
dure (Fig. 2D) is explained as previously. The increase of its volume
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Fig. 3. The scheme of calibration module for FIA (A) consisted of pump (P), two valves (V1 and V2), mixing coil (MC) and detector (PEDD). FIAgrams (B) obtained with the
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et-up controlled by the program where V2 valve allowed injection of the diluted s
equivalents of 160 �L, 320 �L, 640 �L volumes of diluted standard, respectively) Ca

mproves homogeneity of consecutive calibrant zones. Another
rawback of presented module is closed architecture (detector

ocated between valve and pump), so the build-up of flow system
s difficult. Finally, the location of pumping device at the end flow
ystem and the aspiration of stream is less recommended than its
ropelling, because in some cases it promotes the formation of gas
ubbles in flow system.

From the practical point of view, the most promising seems to be
he calibration module shown in Fig. 2B. Contrary to similar set-up
hown in Fig. 2A, in this module the micropump is located directly
t the microvalve. The solenoid devices actuation program is identi-
al as previously (Fig. 2C). Recording of calibration cycle is shown in
ig. 2E. The valve function is the same as in previous set-up, whereas
he pump plays a double role: pumps the solution and additionally
omogenizes the segment series of calibrant and diluter generated
y the operating valve. In other words, the pump additionally ful-
ls the task of mixing coil. Additional mixing coil causes needless

ispersion of homogeneous segments only (recording E2 in Fig. 2E).
he set-up with relocated pump is more compact. Moreover, as the
ump is located before the detector, the module has open architec-
ure, so its implementation into more sophisticated flow analysis

anifolds is simple.
rd. Injection was performed by opening of V2 for 10 (B1), 20 (B2) or 40 (B3) pulses
ion graphs C1–C3 correspond to FIAgrams B1–B3, respectively.

Calibration modules dedicated for the single standard use,
depicted in Figs. 1 and 2 Figs. 1A, 2A and 2B, have been developed
for continuous flow measurements. They are able to generate the
calibration recordings in the common form of step sequence, where
each step is a stationary analytical signal for the consecutive con-
centration of standard. The most effective module (shown in Fig. 2B)
can be easily adapted for the needs of flow injection analysis (FIA).
For such purposes only one additional solenoid valve is required
(Fig. 3A). The role of this valve is to separate a short segment from
the stream of diluted standard and direct it to flow-through detec-
tor. The architecture of developed module is still compact. It is
worth to notice, that the manifold shown in Fig. 3A allows to select
the injection volume of generated segment and thus to control the
sensitivity and frequency of measurements performed under FIA
conditions. Three FIAgrams obtained for three different injection
volumes and corresponding calibration graphs are shown in Fig. 3B
and C, respectively.
Second valve incorporated into manifold dedicated for FIA
measurements not only offers the separation of diluted standard
segment and choice of its volume, but also its stopping before the
detector independently of module operation. Such possibility is
especially attractive for the automation of kinetic methods of anal-
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Fig. 4. The scheme of system for kinetic detection of ALP with implemented module for enzyme standard dilution (A) The manifold consists of two pumps (P1,P2), two
valves (V1,V2), holding coil (HC) and detector (PEDD). FIAgrams obtained with the system (B) FIAgram of on-line dilution of NP standard (B0) and corresponding calibration
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raph in inset (P2 was not used; only synchronized operation of V1 and P1 was resp
topped-flow, respectively. Each automatically diluted ALP standard (a–e) was injec

sis. For the demonstration of this feature the UV-PEDD dedicated
or bioanalytical uses [17] coupled with simple multimeter as sig-
al recorder [16] was mounted into manifold shown in Fig. 3A.
his detector enables photometric detection of NP produced in
he course of several enzyme reactions. FIAgram for NP and cor-
esponding calibration graph are shown in Fig. 4 (recording B0 and
nset), whereas the manifold dedicated for enzyme activity assays
s depicted in Fig. 4A.

The manifold can be applied for the photometric detection of ALP
ctivity. The dilution module of manifold enables on-line dilution
f single ALP standard. Second pump delivers the enzyme substrate
NPP). For saving the reagent, the dosing of NPP is synchronized
ith ALP pumping. Second valve separates defined volume of reac-

ion segment and directs it into detector line. Reaction segment
an be stopped before the detector for required reaction time. The
topped-flow mode of measurement allows elongation of this time
ithout significant segment dispersion. Summarizing, the opera-
ion of second valve defines the sensitivity of method as well as
he flow-throughput of FIA manifold. FIAgrams B1–B3 recorded for
hree different stopped-times are shown in Fig. 4B. In nearly all
ases the dilutions of ALP standard are proportional as expected.
nly signals for the highest enzyme activities and longest reaction
e for NP dilution). FIAgrams B1, B2, and B3 for ALP were recorded for 0, 2 and 5 min
ice.

times (final peaks in recording B3) are smaller than expected, what
can be explained by the depletion of substrate concentration in the
reaction segment and thus the slowdown of enzyme reaction rate.

4. Conclusion

Only two microsolenoid devices are sufficient for the construc-
tion of FA modules enabling calibration with the use of single
standard. The most effective, robust and easily adaptive to more
sophisticated FA systems is the module consisted of valve directly
connected with pump. Introduction of second valve allows the use
of module for FIA measurements. Such module enables the selec-
tion of standard injection volume as well as its controlled stopping,
what is especially important in bioanalytical systems dedicated for
enzyme activity measurements.

Finally, it is worth to notice a wide potential utility of FIA
system developed for bioanalytical uses. This manifold with UV-

PEDD-based detector for NP detection could be applied for activity
measurements of many enzymes catalyzing reactions producing
NP, like other phosphoesterases, lipases, �-chymotrypsin, carbonic
anhydrase, etc. On the other hand this manifold could be eas-
ily adapted for FIA determinations of some enzyme inhibitors,
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imilarly as it has been recently demonstrated for conventional
otentiometric FIA systems [19].
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a b s t r a c t

A simple and label-free electrochemical sensor for recognition of the DNA sensor event was prepared
by electrochemical polymerization of 4-hydroxyphenyl thiophene-3-carboxylate. Poly(4-hydroxyphenyl
thiophene-3-carboxylate) (PHPT) was synthesized electrochemically onto glassy carbon electrode and
characterized by cyclic voltammetry, FTIR and AFM measurements. An ODN-probe was physisorbed onto
eywords:
onducting polymer
lectropolymerization
NA sensor

PHPT film and tested on hybridization with complementary ODN segments. A biological recognition can
be monitored by comparison with electrochemical signal (cyclic voltammogram) of single and double
strand state oligonucleotide. The oxidation current of double strand state oligonucleotide is lower than
that of single strand, that is corresponding to the decrease of electroactivity of PHPT with the increase
of stiffness of polymer structure. Physisorbed ODN-probe and its hybridization were observed morpho-

des u
ol an
logically onto ITO electro
detection limit is 1.49 nm

. Introduction

There is a great interest in the development of easy-to-use DNA
ensors. Detection of specific DNA sequences is of great impor-
ance in numerous applications, such as medical research and
linical diagnosis. Although fluorescent label or surface plasmon
esonance was widely used as hybridization transduction systems,
hese methods may be lengthy and costly [1,2]. Recently, electro-
hemical gene sensors have attracted increasing attention because
f their simplicity, high selectivity and sensitivity. Nanoparticles
3,4], metal complexes [5], enzymes [6] and organic redox indica-
ors [7] have been used for the electrochemical detection of DNA
ybridization.

The intrinsically conducting polymers are a relatively new class
f polymeric materials and are sensitive to changes in the poly-
eric chain environment [8–10]. Therefore, they may be used as

ctive substrates that can sensitively report a biological recognition
vent, such as DNA hybridization [11]. Immobilization of oligonu-
leotide (ODN) probes onto conducting polymer would be expected
o provide a simple and direct way to detect hybridization events,
hich perturb the electrochemical response of the polymer. Con-

ucting polymers deposited on electrodes provide effective sensors
here they provide an interface for entrapment or attachment of
NA probes, and also act as an electronic transducer of obtained

ignal [12].

∗ Tel.: +90 246 2114082; fax: +90 246 2371106.
E-mail address: aysegul@fef.sdu.edu.tr.

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.049
sing AFM. The sensitivity of the electrochemical sensor is 0.02 �A/nmol,
d it has good selectivity.

© 2009 Elsevier B.V. All rights reserved.

The performance of electrochemical biosensors generally
depends on the physic-chemical properties of the electrode mate-
rials, as well as the sensing element immobilized over the electrode
surface [13]. Most of the reported electrochemical biosensors must
apply a high positive charge potential on the working electrode,
which minimizes the interference effects from reducing species
[14].

Among conducting polymers, many functionalized thiophenes
have been synthesized in the past due to their favorable properties
[15,16]. Bauerle and Emge introduced nucleobase functionalized
polythiophenyl derivatives. They observed changes of absorption
maximum and the decrease of electrochemical activities as well
due to the hydrogen bond formation with complementary [17].

This paper shows the procedure used for the novel synthesis
of thiophenyl monomer and electropolymerization, the specificity
of the immobilization and ability of the probe ODN physisorbed
onto the PHPT compound to be hybridized. The ODN/PHPT film
has been characterized using cyclic voltammetry, FTIR spectroscopy
and atomic force microscopy (AFM). The advantageous features of
this biosensor include a low price, ease preparation, high sensitivity
and good selectivity.

2. Experimental
2.1. Materials

3-Thiophenecarboxylic acid, thionyl, hydrokinon, diethylether,
sodiumbicarbonate, anhydrous magnesium sulfate and acetonitrile
(99.8%, anhydrous) were purchased from Aldrich. Phosphate buffer
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acetonitrile. The polymer film exhibited a high electroactivity in
acetonitrile/TBAClO4 media with an almost reversible oxidation
wave at 1.2 V (vs. Ag/AgCl Fig. 2a) and a linear dependence of peak
current of CV with scan rate. The anodic (Iac) peak current responses
A. Uygun / Talan

pH 7.4) was obtained from Sigma. An electrochemical grade tetra-
utylammonium perchlorate (TBAClO4) was purchased from Fluka.
ntegrated DNA Technologies (IDT), Inc. synthesized the ODNs
ncluding probe NH2-GAT GAG TAT TGA TGC CGA-3′, complemen-
ary target 5′-TCG GCA TCA ATA CTC ATC-3′ and noncomplementary
′-TAT GCT GGT GCG TCG CAC-3′. All aqueous solutions were pre-
ared using Milli-Q water (18.2 M� cm).

.2. Synthesis of 4-hydroxyphenyl thiophene-3-carboxylate (HPT)

A reaction mixture of 3-thiophenecarboxylic acid (7.81 mmol),
f thionyl (220.50 mmol) and of hydrokinon (10 mmol) was stirred
or 24 h under reflux. Then the reaction mixture was cooled
nd extracted with diethylether. The combined organic layer was
ashed with water, sodiumbicarbonate and dried with anhydrous
agnesium sulfate. Finally, the solvent was removed by rotary

vaporation. 4-Hydroxyphenyl thiophene-3-carboxylate solid was
btained in a 43% yield (M.p. 240 ◦C) 1H NMR (400 MHz, CDCl3, ı-
pm): 8.32 (m, �-2H, Th), 7.61 (m, �-2H, Th), 7.48 (m, �-2H, Th),
.67 (m, 2H, aromatic), 6.46 (m, 2H, aromatic), 3.1 (s, 1H, hydroxyl);

R VKBr
max cm−1: 3207 (aromatic C–H), 3188, 3170, 3030, 2956, 2922,

850, 1880, 1517, 1452, 1361, 1246, 1195, 1095, 833 (�-H), 758 (�-H).

.3. Electropolymerization of HPT, immobilization ODN and
etection of hybridization

The electropolymerization was carried out by cyclic voltamme-
ry from 0 to 1.7 V at a scan rate of 50 mV/s using a Gamry 300

odel potentiostat. PHPT was performed onto glassy carbon elec-
rode in acetonitrile solution containing 5 mM monomer and 5 mM
BAClO4 using a three-electrode cell comprising Ag/AgCl reference
lectrode and using Pt counter electrode. Prior to electropolymer-
zation, glassy carbon electrode was polished with 0.5 �M alumina
lurry and then washed with acetone, ethanol, and Milli-Q water.

For the FTIR and experiments, the polymer was electrochemi-
ally deposited on an indium tin oxide (ITO)-coated glass electrode.
TIR spectra were recorded on a Perkin Elmer, Spectrum BX II
pectrophotometer. The surface topology of the electrodes was
haracterized using an AFM in contact mode under a constant force
NanoSurf), the roughness was obtained from the 9.8 �m×9.8 �m
can.

The PHPT/glassy carbon electrode was upturned and 10 �L of
DN-probe (1.35 nmol) was pipetted over the electrode surface
nd kept at room temperature for 1 h. The resulting ODN probed
HPT/glassy carbon bioelectrode was thoroughly washed with a
hosphate buffer solution (PBS) of 7.4 to rinse off any loosely bound
DN-probe from the electrode. The hybridization reaction was car-

ied out by pipetting 10 �L of target ODN (1.49 nmol) in PBS solution
pH 7.4). After hybridization, the electrode was washed with PBS
o remove any nonhybridized ODNs. The similar procedure was
dopted for both a different molar concentration of target ODN and
he mismatched target ODN.

. Results and discussion

The HPT can be electropolymerized in the electrolyte
cetonitrile/TBAClO4 to the corresponding PHPT. A typical poly-
erization voltammogram is presented in Fig. 1 and an anodic

xidation wave is obtained at 1.2 V vs. Ag/AgCl.
This cycle shows the “nucleation loop” where the scan is

eversed on the rising part of the peak, which is typical for a voltam-

ogram of monomers yielding conducting polymer [18]. The color

f the polymer changed from brown to dark green-red with increas-
ng film thickness. Unlike alkyl substituted polythiophene [19], the
HPT was not soluble in common organic solvents such as acetoni-
rile and chloroform.
Fig. 1. Electropolymerization cyclic voltammogram of HPT on a glassy carbon elec-
trode at 50 mV/s in 5 mM acetonitrile/TBAClO4.

After repeated scans, the coated electrode was removed from
the monomer solution and rinsed with acetonitrile to remove the
monomer and oligomeric species. Then, electrode was placed in
monomer-free electrolytic solution containing 5 mM TBAClO4 into
Fig. 2. (a) Cyclic voltammogram of PHPT film in acetonitrile/TBAClO4 with different
scan rates between 25 and 200 mV/s and (b) relationship of anodic current peaks as
a function of scan rate for PHPT film in acetonitrile/TBAClO4.
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ig. 3. Cyclic voltammograms of the (a) PHPT, (b) PHPT/ODN and (c) ODN hybridized
HPT/ODN electrodes in acetonitrile/TBAClO4 (scan rate: 50 mV/s).

ere recorded and it was found that anodic current responses
ncrease linearly as the scan rate increases (Fig. 2b). It was clear
hat the redox process was non-diffusional and the electroactive
olymer was well adhered to the working electrode surface [20].

Fig. 3 shows the electrochemical characteristics of bare, ODN-
robe immobilized, and ODN target hybridized PHPT/glassy
arbon electrodes. The PHPT/glassy carbon electrodes illustrated
dmirable electrochemical performance. It was observed that the
ntensities of the oxidation current of ODN-probe and ODN tar-
et immobilized electrodes decreased, which could be attributed
o prompt redox behavior of probe ODN [21]. The probe ODN
nd target ODN with hybridization could form a potential bar-
ier of the rotation of polymer backbone and bulky conformational
odifications made along the conjugated polymer backbone. The

ecrease in the peak current measured with the ODN hybridization
HPT/glassy carbon electrode may be related to the electrostatic
epulsion between the polyanionic hybridized ODN on the cationic
HPT electrode and the anionic redox couple ions [22,23]. This can

e explained by the formation of ODN duplexes that further dis-
ort the electronic properties of the polymer backbone and/or a
dditional increase in the amount of electrostatic changes and thus
he repulsion of the oppositely charged redox probe (Fig. 4). Addi-

Fig. 4. Schematic presentation of the fabrication of PHPT/ODN bioelectrode.
Fig. 5. Cyclic voltammograms of the (a) PHPT, (b) PHPT/ODN-probe and (c)
after immobilization of noncomplementary ODN onto PHPT/ODN electrodes in
acetonitrile/TBAClO4 (scan rate: 50 mV/s).

tionally, the voltammogram of PHPT in the presence of target ODN
indicated a shift in the peak position.

The selectivity of the biosensor was investigated by the
hybridization of the probe ODN immobilized PHPT/glassy carbon
bioelectrode with noncomplementary ODN sequences. After incu-
bation with noncomplementary ODN sequences, the bioelectrode
indicated increasement in the oxidation current at 1.2 V, indicat-
ing that the biosensor had good selectivity only for the target ODN
(Fig. 5). Also, one can see that the oxidization current of the bio-
electrode that was incubated in the solution of noncomplementary
ODN does not differ significantly from initially obtained than that
of PHPT/glassy carbon electrode.

To investigate sensitivity of the sensor, different amounts of
target ODN varying 1.49 and 7.45 nmol were incubated with
electrochemical sensors. Fig. 6 exhibits cyclic voltammograms of
PHPT/ODN bioelectrode with increasing target ODN concentra-

tion and the variation of oxidation peak current as a function
of the amount of target ODN physisorbed onto PHPT film using
cyclic voltammetry technique. It was found that the peak oxida-
tion current observed at about 1.2 V decreased with an increasing
concentration of the target ODN. This result indicates that binding

Fig. 6. Variation of electrode current at constant potential E = 1.2 V, as a function of
concentration of target ODN (inset: cyclic voltammograms of PHPT/ODN bioelec-
trode with increasing target ODN concentration, mmol).
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Fig. 7. AFM micrographs of the (a) PHPT, (b) PHPT/ODN-probe and (c) ODN
hybridized PHPT/ODN electrodes onto ITO.
Fig. 8. FTIR spectra of the (a) PHPT (b) PHPT/ODN-probe and (c) ODN hybridized
PHPT/ODN electrodes onto ITO.

of probe ODN with the target ODN at the probe PHPT/ODN electrode
surface had occurred. From Fig. 6, the sensitivity of electrochemical
sensor was evaluated 0.02 �A/nmol from the slope at the origin of
this curve. The detection limit for the system is 1.49 nmol of ODN in
solution. Compared to the detection limit of 10 nmol by Park et al.
[24], 1 and 0.5 nmol by Peng et al. [25], 1 nmol by Cha et al. [20] and
2 nmol by Garnier et al. [26], the value of 1.49 nmol by ours appears
promising for application.

Fig. 7a–c shows the AFM pictures obtained for bare PHPT/ITO
electrode, after immobilization of probe ODN in the case of
PHPT/ITO and after the hybridization of the target ODN in the case
of probe ODN/PHPT/ITO electrodes, respectively. It may be noted
that the roughness in PHPT/ITO surface is due to the immobiliza-
tion of ODN-probe. The network structure of bioelectrode seen in
Fig. 7c arises due to the hybridization of the target ODN to electrode
resulting in the rougher topography of the polymeric surface [27].

Fig. 8a–c shows FTIR spectra of PHPT, ODN/PHPT and the ODN
hybridized PHPT/ODN films coated onto ITO electrodes. In the spec-
trum of pure PHPT (Fig. 8a), the bands between 1500 and 1300 cm−1

originated from the stretching modes of C C and C–C in the thio-
phene ring [28]. The bands at 1066 and 1045 cm−1 are assigned to
stretching of the C–O–C bonds of PHPT. Vibrations from the C–S
bond in the thiophene ring of PHPT are shown at 893 and 871 cm−1

[29,30]. The peaks at 1692, 1644 and 1534 cm−1 are assigned to the
stretching and bending modes of benzene ring in the structure of
PHPT. A strong absorption peak at 1732 cm−1 is characteristic of the
stretching vibration of the carbonyl group of PHPT. FTIR spectrum
of the ODN/PHPT and the ODN hybridized PHPT/ODN (Fig. 8b and c)
showed additional peaks at 1602, 1200, 1072 and 982 cm−1 due to
the attachment of ODN-probe and ODN target with PHPT polymer
[31].

4. Conclusions

In this work, novel functionalized thiophene monomer was syn-
thesized and characterized by FTIR, CV and AFM measurements.
It was shown that ODN can be physisorbed onto electrochemi-
cally deposited PHPT film onto glassy carbon and ITO electrodes.
The PHPT/ODN bioelectrode was employed for the hybridization

of the target ODN, with detection limit of 1.49 nmol and showed
good sensitivity and selectivity. The sensitivity of the biosensor
was 0.0059 �A/nmol. The PHPT bioelectrode is advantageous of low
price, ease of preparation without using any grafting agent, good
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ensitivity and selectivity. Our further improvement in sensitivity
nd selectivity will be to prepare nanocomposites of PHPT.

eferences

[1] J.R. Epstein, I. Biran, D.R. Walt, Anal. Chim. Acta 469 (2002) 3.
[2] E.K. Wilson, 1998 Instant DNA detection C&EN25, 47.
[3] J. Wang, Anal. Chim. Acta 500 (2003) 247.
[4] H. Cai, Y. Wang, P. He, Y. Fang, Anal. Chim. Acta 469 (2002) 165.
[5] S. Takenaka, K. Yamashita, M. Takagi, Y. Uto, H. Kondo, Anal. Chem. 72 (2000)

1334.
[6] K. Hashimoto, K. Ito, Y. Ishimori, Anal. Chem. 66 (1994) 3830.
[7] G. Carpini, F. Lucarelli, G. Marrazza, M. Mascini, Biosens. Bioelectron. 20 (2004)

167.
[8] M. Gerard, A. Chaubey, B.D. Malhotra, Biosens. Bioelectron. 17 (2002) 345.
[9] A. Tiwari, S. Gong, Electroanalysis 20 (19) (2008) 2119–2126.
10] A. Tiwari, S. Gong, Electroanalysis 10 (16) (2008) 1775–1781.

11] E. Katz, I. Willner, Electroanalysis 15 (2003) 913.
12] S. Reisberg, B. Piro, V. Nobel, M.C. Pham, Bioelectrochemistry 69 (2006)

172.
13] M. Yang, Y. Yang, H. Yang, G. Shen, R. Yu, Biomaterials 27 (2006) 246.
14] S.J. Updike, G.P. Hicks, Nature 214 (1967) 986.
15] B. Fang, S. Jiao, M. Li, X. Jiang, Biosens. Bioelectron. 23 (7) (2008) 1175.

[
[

[
[

(2009) 194–198

16] L. Zhang, H. Sun, D. Li, S. Song, C. Fan, S. Wang, Macromol. Rapid Commun. 29
(17) (2008) 1489.

17] P. Bauerle, A. Emge, Adv. Mater. 3 (1998) 3.
18] A.J. Downard, D. Pletcherz, J. Electroanal. Chem. Interf. Electrochem. 206 (1986)

147.
19] K. Buga, R. Pokrop, A. Majkowska, M. Zagorska, J. Planes, F. Genoud, J Mater.

Chem. 16 (2006) 2150.
20] J. Cha, J.I. Han, Y. g Choi, D.S. Yoon, K.W. Oh, G. Lim, Biosens. Bioelectron. 18

(2003) 1241.
21] C.M.H. Yaua, H.L. Chana, S.F. Suib, M. Yang, Thin Solid Films 413 (2002) 218.
22] I.O.K. Owino, A.O. Sadik, Electroanalysis 17 (2005) 2101.
23] J.T. Sejdic, H. Peng, P.A. Kilmartin, M.B. Cannell, G.A. Bowmaker, R.P. Cooney, C.

Soeller, Synth. Met. 152 (2005) 37.
24] S.-J. Park, T.A. Taton, C.A. Mirkin, Science 295 (2002) 1503.
25] H. Peng, C. Soeller, J. Sejdic, Macromolecules 40 (2007) 909.
26] F. Garnier, B. Bouabdallaoi, P. Srivastava, B. Mandrand, C. Chaix, Sens. Actuators

B: Chem. B 123 (1) (2007) 13.
27] K. Arora, A. Chaubey, R. Singhal, R.P. Singh, M.K. Pandey, S.B. Samanta, B.D.
Malhotra, S. Chad, Biosens. Bioelectron. 21 (2006) 1777.
28] K.I. Seo, I.J. Chung, Polymer 41 (2000) 4491.
29] G. Inzelt, M. Pineri, J.W. Schultze, M.A. Vorotyntsev, Electrochim. Acta 45 (2000)

2403.
30] A. Gok, M. Omastova, A.G. Yavuz, Synth. Met. 157 (1) (2007) 23.
31] A. Tiwari, S. Gong, Talanta 77 (2009) 1217.



D
w

S
T
a

b

a

A
R
R
A
A

K
C
L
H
p
P
B

1

p
i
b
t
t
b
i
w
r
c
n
o

0
d

Talanta 79 (2009) 436–441

Contents lists available at ScienceDirect

Talanta

journa l homepage: www.e lsev ier .com/ locate / ta lanta

etermination of free captopril in human plasma by liquid chromatography
ith mass spectrometry detection

zende Vanceaa,∗, Silvia Imrea, Gabriella Donáth-Nagya, Tőkés Bélaa, Mária Nyulasb,
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a b s t r a c t

A new simple, sensitive and selective liquid chromatography coupled with mass spectrometry (LC/MS)
method for quantification of captopril after precolumn derivatization with p-bromo-phenacyl-bromide
in human plasma was validated. Plasma samples were analysed on a monolithic column (Cromolith
Performance-RP 18e, 100 mm×4.6 mm I.D., 3 �m) under isocratic conditions using a mobile phase of a
40:60 (v/v) mixture of acetonitrile and 0.1% (v/v) formic acid in water. The flow rate was 1 mL/min at the
column temperature of 30 ◦C. In these chromatographic conditions, the retention time was 4.4 min for
captopril derivative. The detection of the analyte was in MRM mode using an ion trap mass spectrom-
eter with electrospray positive ionisation. The monitored ions were 216, 253, 255, 268, 270 m/z derived
from 415 m/z for derivatized captopril. The sample preparation was very simple and consisted in plasma
protein precipitation from 0.2 mL plasma using 0.3 mL methanol after the derivatization reaction was
completed. Calibration curves were generated over the range of 10–3000 ng/mL with values for coeffi-
cient of correlation greater than 0.993 and by using a weighted (1/y2) quadratic regression. The values for

precision (CV %) and accuracy (relative error %) at quantification limit were less than 9.9% and 3.9%, for
within- and between-run, respectively. The mean recovery of the analyte was 99%. Derivatized samples
demonstrated good short-term, long-term, post-preparative and freeze–thaw stability. This is the first
reported LC–MS/MS method for analysis of captopril in human plasma that uses protein precipitation
as sample processing procedure. The method is very simple and allows obtaining a very good recovery
of the analyte. The validated LC–MS/MS method has been applied to a pharmacokinetic study of 50 mg

hy vo
captopril tablets on healt

. Introduction

Captopril (CAP) (2S)-1-[(2S)-2-methyl-3-sulphanylpropanoyl]
yrrolidine-2-carboxylic acid, is a highly specific, competitive

nhibitor of angiotensin-I converting enzyme (ACE inhibitors). The
eneficial effects of ACE inhibitors appear to result primarily from
he suppression of the plasma renin–angiotensin–aldosterone sys-
em. Captopril is an orally active agent that does not require
iotransformation for activity. The average minimal absorption

s approximately 75%. Peak plasma concentrations are reached
ithin 60–90 min. The presence of food in the gastrointestinal tract
educes absorption by about 30–40%. Approximately 25–30% of the
irculating drug is bound to plasma proteins. The apparent elimi-
ation half-life of unchanged captopril in blood is about 2 h, more
f 95% of the absorbed dose being eliminated in the urine within

∗ Corresponding author. Tel.: +40 745 213688; fax: +40 265 318507.
E-mail address: szende 17@yahoo.com (S. Vancea).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.04.003
lunteers.
© 2009 Elsevier B.V. All rights reserved.

24 h, 40–50% is unchanged drug and the remainder are inactive
disulphide metabolites (captopril disulphide and captopril cysteine
disulphide) [1].

Captopril contains a sulphydryl group and forms disulphides and
endogeneous thiol-containing compounds (cysteine, glutathione),
as well as disulphide dimmer of parent compound [2]. The analysis
of aliphatic thiols of biological importance such as natural products
involved in metabolic processes (cysteine and reduced glutathione)
and thiol drugs (acetylcysteine, captopril, etc.) often presents dif-
ficulties largely due to the absence of strong chromophores and
fluorophores and their instability [3].

Therefore, the measurement of free or unchanged capto-
pril concentration needs to be preceded by chemical stabilizer
addition and molecule derivatization of biological samples in

order to prevent captopril disulphide formation [2]. Stabilizer
agents often used like N-(1-pyrenyl)maleimide (NPM) [2], p-
bromo-phenacyl bromide (p-BPB) [2,4,5], monobrombimane [6,7],
2-bromo 2-acetonaphtone [8], o-phthaldialdehyde (OPA) [7,9], 1-
benzyl-2-chloropyridinium bromide (BCPB) [10–12], ethacrynic
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cid [3], 1,1′-[ethenylidene bis sulphonyl]bis-benzene [13], etc.
re suitable to the applied (fluorescence or UV) detection meth-
ds.

Other methods involve a reduction of the disulphide bonds with
gents such dithiothreitol (DTT) [2,14,15] and other chemical stabi-
izers to revert the converted disulphides dimmer (or conjugates)
nto captopril, as well as to prevent the formation of the disulphides
immers during the sample preparation and analysis, in order to
nable the determination of the total captopril content in biological
amples.

Several methods for determination of free or total captopril con-
entration in human plasma have been reported. LC-based methods
ith UV detection have been employed for determination of capto-
ril [3–5,8–13], and some LC methods with fluorescence detection
ave been described [6,7], but usually liquid–liquid or solid-phase
xtraction is necessary in order to concentrate or sample clean-up
n both cases, these sample treatments supposing a time consuming

ork.
LC/MS has been widely accepted as the main tool in the identifi-

ation, structure characterization and quantitative analysis of drugs
nd its metabolites owing to its superior sensitivity, specificity and
fficiency. The analysis must be carried out in complex biologi-
al matrices and therefore efficient sample preparation and liquid
hromatography are often required to achieve good specificity of
he analysis. LC/MS grows in popularity, despite the equipment
osts, and in the case of captopril determination in plasma there are
nly a few published articles [2,14,15] and in all cases the sample
lean-up and concentration by liquid–liquid or solid-phase extrac-
ion were applied.

In the present study, we attempted to develop a fast LC–MS/MS
ethod able to quantify free captopril in human plasma after

ral administration of a single dose of 100 mg captopril by apply-
ng a simple protein precipitation. Despite the sensitivity of the
C–MS/MS method, prior derivatization is needed in order to pre-
ent captopril disulphide formation during sample processing and
torage. Finally, the developed and validated method was used for
ioequivalence investigation of two oral medicinal products con-
aining 50 mg captopril.

. Experimental

.1. Reagents

Captopril was a European Pharmacopoeia certified ref-
rence standard, the derivatization reagent (RD), p-bromo-
henacyl bromide (p-BPB) was from Fluka, Luckenwalde, Germany

purity≥99%). Acetonitrile, methanol, formic acid were Merck
roducts (Merck KgaA, Darmstadt, Germany). Ultrapure, deionised
ater was produced by a Millipore Simplicity (Millipore SA,
olsheim, France) water system. The human blank plasma was

upplied from healthy volunteers.

Fig. 1. Derivatization rea
9 (2009) 436–441 437

2.2. Standard solutions

Two stock solutions of captopril and p-BPB, respectively, with
concentration of 1 mg/mL were prepared by dissolving appropriate
quantities of reference substances (weighed on an analytical bal-
ance from Radwag) in 10 mL ultrapure water, respectively, 10 mL
methanol. Ten calibration working solutions of 0.06–18 �g/mL cap-
topril were then obtained by diluting specific volumes of stock
solutions with ultrapure water. Then these were used to spike
0.16 mL blank plasma, providing finally 10 plasma standards with
the concentrations ranged between 10 and 3000 ng/mL. Accuracy
and precision of the method were verified using plasma standards
with concentrations of 30, 1500 and 2500 ng/mL. Quality con-
trol (QC) samples with the same concentrations 30 ng/mL (QCA),
1500 ng/mL (QCB) and 2500 ng/mL (QCC) analyte were used during
clinical samples analysis.

2.3. Chromatographic and mass spectrometry systems and
conditions

The LC system was an 1200 series model (Agilent Technologies)
consisted of a binary pump, an in-line degasser, an autosampler, a
column thermostat, and an 1100 series model Ion Trap SL mass spec-
trometer detector (Agilent Technologies). Chromatograms were
processed using QuantAnalysis software.

The detection of the analyte was in the multiple reaction
monitoring mode (MRM) using an electrospray positive ionisa-
tion (ESI positive). The monitored ions were m/z 216, 253, 255,
268, 270 m/z derived from 415 m/z for derivatized captopril. Other
detector parameters: dry temperature 350 ◦C, nebulizer 60 psi, dry
gas–nitrogen at 12 L/min.

Chromatographic separation was performed at 30 ◦C on a
Cromolith Performance-RP 18e, 100 mm×4.6 mm, 3 �m column
(Merck), protected by an in-line filter.

2.4. Mobile phase

The mobile phase consisted of a mixture of water containing
0.1% formic acid and acetonitrile (60:40, v/v), each component being
degassed, before elution, for 10 min in a Clifton 64426 ultrasonic
bath. The pump delivered the mobile phase at 1 mL/min.

2.5. Sample preparation

Standard and test plasma samples were prepared as follows in

order to be chromatographically analyzed. In an Eppendorf tube
0.2 mL plasma with 40 �L RD solution was vortex-mixed for 30 s.
After 30 min, while the derivatization reaction being completed
(Fig. 1), the tube was shaken again for 30 s with 0.3 mL methanol,
and then centrifuged for 10 min at 14,000 rpm. The supernatant was

ction of captopril.
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ransferred in an autosampler vial and 20 �L were injected into the
C–MS system.

.6. Validation

As a first step of method validation [16–18], specificity was veri-
ed using eight different plasma blanks (normal, hyperlipemic and
emolyzed) obtained from healthy human volunteers who had not
reviously taken any medication.

The concentration of analytes was determined automatically by
he instrument data system using the external standard method.
alibration was performed using singlicate calibration standards
n five different occasions. The calibration curve model was deter-

ined by the least squares analysis. The applied calibration model
as a quadratic one: y = ax2 + bx + c, weight 1/y2, where y-peak area

nd x-concentration. Distribution of the residuals (% difference of
he back-calculated concentration from the nominal concentration)
as investigated. The calibration model was accepted, if the resid-

ig. 2. Chromatograms of a blank (a), the LLOQ plasma standard with 10 ng/mL
aptopril (b) and a calibration standard – STD3 (c).
9 (2009) 436–441

uals were within ±20% at the lower limit of quantification (LLOQ)
and within ±15% at all other calibration levels and at least 2/3
of the standards met this criterion, including highest and lowest
calibration levels.

The lower limit of quantification was established as the lowest
calibration standard with an accuracy and precision less than 20%.

The within- and between-run precision (expressed as coefficient
of variation, CV%) and accuracy (expressed as relative difference
between obtained and theoretical concentration, Bias%) of the
assay procedure were determined by analysis on the same day of
five different samples at each of the lower (30 ng/mL), medium
(1500 ng/mL), and higher (2500 ng/mL) levels of the considered
concentration range and one different sample of each on five dif-
ferent occasions, respectively.

The relative recoveries at each of the previously three levels
of concentration and limit of quantification were measured by
comparing the response of the treated plasma standards with the
response of standards in solution with the same concentration of
analytes as the prepared plasma sample.

The stability of the analytes in human plasma was investigated
in four ways, in order to characterize each operation during the pro-
cess of bioequivalence studies: room-temperature stability (RTS),
post-preparative stability (PPS) in the autosampler, freeze–thaw
stability (FTS) and long-term stability (LTS) below −20 ◦C. For all
stability studies, plasma standards at each of the lower (30 ng/mL),
medium (1500 ng/mL), and higher (2500 ng/mL) levels were used.
Five plasma standards at each of the three levels were prepared
and let at room temperature 2 h before processing (RTS study).
Other five pairs were prepared, immediately processed and stored
in the thermostated autosampler (15 ◦C) (PPS study). The samples
were injected after 20 h, the expected longest storage times of the
samples in autosampler before injection. For the FTS, aliquots at the
same low, medium and high concentrations were prepared. These
samples were subjected to three cycles of freeze–thaw operations
in three consecutive days. After the third cycle the samples were
analyzed against calibration curve of the day. The mean concen-
tration calculated for the samples subjected to the cycles and the
nominal ones were compared. For long-term stability (LTS), in the
first validation day, there were injected and analyzed five samples
at each of low, medium and high concentrations, and values were
calculated against calibration curve of the day. Other two sets with
the same plasma concentrations were stored in freezer below
−20 ◦C and analyzed together with calibration samples after 3
weeks. The values were calculated against calibration curve of the
day and the mean values for the stored samples and nominal con-
centrations were compared. The requirement for stable analytes
was that the difference between mean concentrations of the tested
samples in various conditions and nominal concentrations had to
be in ±15% range.

The ability to dilute samples with concentrations above the
upper limit of quantification was also investigated. Plasma stan-
dards (n = 5) with 5000 ng/mL captopril were six times diluted with
plasma then processed and analyzed. The mean found concen-
tration was compared with the nominal value. The accuracy and
precision had to be within ±15% range.

2.7. Clinical application and in-study validation

The validated method was applied in a bioequivalence study of
two dosage forms – tablets containing 50 mg captopril. The collect-
ing times were 0, 0.33, 0.67, 1, 1.5, 2, 2.5, 3, 4, 5, 6, 8, 10, 12 h after

oral administration of 2× 50 mg = 100 mg captopril. The accuracy
and precision of the validated method were monitored to ensure
that it continued to perform satisfactorily during analysis of vol-
unteer samples. To achieve this objective, a number of QC samples
prepared in duplicate at three concentration levels were analyzed
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Table 1
Within-run accuracy and precision results.

Level LLOQ QCA QCB QCC

Replicate 10 (ng/mL) %nominal 30 (ng/mL) %nominal 1500 (ng/mL) %nominal 2500 (ng/mL) %nominal

1 8.20 82.0 29.8 99.3 1336 89.0 2478 99.1
2 8.10 81.0 27.5 91.7 1339 89.3 2428 97.1
3 9.50 95.0 29.9 99.7 1242 82.8 2341 93.6
4 9.40 94.0 30.0 100.0 1284 85.6 2371 94.9
5 9.20 92.0 28.9 96.3 1232 82.3 2450 98.0
6 9.10 91.0 – – – – – –
7 7.50 75.0 – – – – – –
8 7.40 74.0 – – – – – –

Mean 8.55 29.2 1287 2414

S.D. 0.85 1.1 50 56

Accuracy 85.5 97.4 85.8 96.6

%R.S.D. 10 3.6 3.9 2.3

Table 2
Between-run accuracy and precision results.

Level LLOQ QCA QCB QCC

Replicate 10 (ng/mL) %nominal 30 (ng/mL) %nominal 1500 (ng/mL) %nominal 2500 (ng/mL) %nominal

1 10.0 99.7 29.2 97.4 1287 85.8 2414 96.5
2 10.0 100.0 31.7 105.7 1418 94.6 2575 103.0
3 10.7 106.6 29.3 97.7 1607 107.2 2578 103.1
4 10.7 106.7 28.0 93.3 1359 90.6 2598 103.9
5 9.9 99.4 30.1 100.5 1546 103.1 2706 108.2

Mean 10.3 29.7 1443 2574

S.D. 0.4 1.4 132 104

A

%

i
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m
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t
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ccuracy 102.6 98.9

R.S.D. 3.9 4.6

n each assay run and the results compared with the corresponding
alibration curve. At least 67% (four out of six) of the QC samples
hould be within 15% of their respective nominal values; 33% of the
C samples (not all replicates at the same concentration) can be
utside ±15% of the nominal value.

. Results and discussion

No significant interference at the retention time of captopril
4.4 min) was observed in different plasma blank samples chro-

atograms due to the specificity of selected signals (Fig. 2).
The analyte carryover was verified using a blank injection made

ight after an injection of the most elevated level of concentration

rom calibration curve. No interference at retention time of analyte
ue to carryover was observed.

The applied calibration curve model proved to be accurate over
he concentration range 10–3000 ng/mL for captopril, with a cor-
elation coefficient greater than 0.993. The mean calibration curve,

Table 3
Recovery results.

Nominal 30 (ng/mL)

Replicate Rec A

1 2,216
2 2,077
3 1,930
4 1,896
5 2,075

Mean 2,039

QC 1,404

Rec. mean%
96.2 102.9

9.1 4.1

y = a (±S.D.) x2 + b (±S.D.) x + c (±S.D.) with S.D. standard deviation,
was y =−3.571 (±0.486) x2 + 61,007 (±5044) x−294,603 (±65,474),
n = 10 calibration points, n = 5 determinations for each calibration
point. The residuals had no tendency of variation with concentra-
tion.

The method had within- and between-run accuracy and
precision (Tables 1 and 2), in agreement to international regu-
lations regarding bioanalytical methods validation [16–18]. The
lower limit of quantification was established at 10 ng/mL cap-
topril, respectively, with accuracy and precision less than 20%
(Tables 1 and 2).

The recovery was consistent and repeatable (Table 3).
The analytes proved their stability under various conditions
(Table 4), the Bias% of found concentration being less than 15%, the
maximum accepted value for method’s accuracy.

The sample dilution could be made with accuracy within ±9.4%
range and precision less than 9.4%, both for within- and between-
assay.

1500 (ng/mL) 2500 (ng/mL)

Rec B Rec C

55,160 102,455
58,102 94,672
67,246 101,770
72,388 82,419
69,841 91,767

64,547 94,617

71,820 113,389

99.9
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Table 4
Results of the stability studies (n = 4).

cnominal, ng/mL CAP RTS PPS FTS LTS

30 1500 2500 30 1500 2500 30 1500 2500 30 200 400

B −2.31 22.55 −0.03 17.55 −20.51 −0.64 16.00

R 20 h), FTS—freeze–thaw stability (3 freeze–thaw cycles), LTS—long-term stability (−20 ◦C,
3

s
5
s
o
1

F
1
(

ias% 17.01 −8.57 −11.27 −7.82 −3.56

TS—room-temperature stability (23 ◦C, 2 h), PPS—post-preparative stability (15 ◦C,
weeks).

The validated method was verified during analysis of clinical
amples from a bioequivalence study of two medicines containing

0 mg captopril. Fig. 3 shows typical chromatograms of the plasma
amples from a volunteer and Fig. 4 shows a concentration profile
f captopril obtained for a volunteer after oral administration of
00 mg captopril.

ig. 3. The plasma sample chromatograms obtained from a healthy volunteer at
.5 h after oral administration of 100 mg captopril (a) a calibration standard – STD7

b).
Fig. 4. Concentration profiles of captopril test (�) and reference (�) products after
oral administration of 100 mg captopril – Subject 10.

The method continued to perform in terms of accuracy, in each
analytical run not more than two out of six QC samples being
outside of ±15% nominal value, but not all two at the same con-
centration.

In comparison with previously published LC–MS methods, the
sensitivity of the proposed method (LLOQ 10 ng/mL) is equal as
those in which liquid–liquid or solid-phase extraction was applied.
But the main advantage is the sample preparation by protein pre-
cipitation and besides its simplicity, that sample treatment allows
obtaining a good recovery of the analyte.

The method was successfully applied to accurately measure free
captopril concentration on a large number of human plasma sam-
ples from a bioequivalence study.

4. Conclusions

The proposed method provides accuracy and precision for quan-
titative determination of free captopril in human plasma after oral
administration of 100 mg captopril. The simple sample prepara-
tion by protein precipitation, while using less organic solvent with
small amounts of sample plasma volume; the relatively short run
time and the selected signals for monitoring allowed a specific and
efficient analysis of plasma samples, making the method more pro-
ductive and thus more cost effective. As far as we are aware, this
is the first LC–MS method for captopril quantification in human
plasma after protein precipitation. The method is suitable for cap-
topril plasma level monitoring after oral administration of 100 mg
captopril.
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This paper demonstrates a new electrochemical method for the detection of ultratrace amount of 2,4,6-
trinitrotoluene (TNT) with synthetic copolypeptide-doped polyaniline nanofibers. The copolypeptide,
comprising of glutamic acid (Glu) and lysine (Lys) units, is in situ doped into polyaniline through the pro-
tonation of the imine nitrogen atoms of polyaniline by the free carboxylic groups of Glu segments, resulting
in the formation of polyaniline nanofibers of emeraldine salt. The free amino groups of Lys segments at the
surface of nanofibers provide the receptor sites of TNT through the formation of charge–transfer complex
olyaniline
olypeptide
lectrochemical detection
,4,6-Trinitrotoluene

between the electron-rich amino groups and the electron-deficient aromatic rings. Adsorptive stripping
voltammetry results demonstrate that the poly(Glu-Lys)-doped nanofibers confined onto glassy carbon
electrodes exhibit a remarkable enriching effect and thus sensitive electrochemical response to TNT with
a linear dynamic range of 0.5–10 �M and a detection limit down to 100 nM. Moreover, other kinds of nitro

nt red
dete
of u
compounds show differe
with the electrochemical
electrochemical detection

. Introduction

The detection of nitroaromatic explosives has attracted consid-
rable research efforts in recent years, due to the pressing needs
n public security and environmental protection [1,2]. The meth-
ds currently used for the detections of nitroaromatics are usually
ime-consuming with the employment of cumbersome and expen-
ive gas chromatography coupled with a mass spectrometry, ion
obility spectrometry, and neutron activation analysis. Therefore,

here has been a great driving force in the development of ultrasen-
itive chemosensors for the detection of nitroaromatics by various
pproaches such as fluorescence [3–5], infrared [6], molecular
mprinting [7–11] and electrochemistry [12–18], of which elec-
rochemical sensors are particularly suited for the detection of
itroaromatics because, on one hand, the electron-deficient nitro
ompounds are easily electrochemically reduced and, on the other
and, electrochemical sensors can be made into inexpensive and
ortable devices, which can largely reduce the cost of detection
nd readily meet the requirements of a high-speed and on-spot

etection.

The sensitivity and selectivity of electrochemical sensors are
ainly dependent on the sensory materials used. Of various sen-

ory materials reported so far, nanostructured materials have

∗ Corresponding author. Tel.: +86 551 5591654; fax: +86 551 5591156.
E-mail address: zpzhang@iim.ac.cn (Z. Zhang).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.062
ox behaviors from TNT at the doped nanofibers, and thus do not interfere
ction of TNT. This study essentially offers a new and simple method for
ltratrace TNT.

© 2009 Elsevier B.V. All rights reserved.

recently found a wide range of applications in the construction
of electrochemical sensors, and such kind of nanostructure-based
electrochemical sensors have demonstrated many remarkable
advantages over traditional ones, such as sensitivity, selectivity and
ability against electrode fouling [12–21]. As one example, the large
surface-to-volume ratio and the high dispersivity of the nanostruc-
tured materials essentially provide a large surface area not only for
the adsorption and thus the enrichment of analyte, but also for the
stable immobilization of a large amount of molecular recognition
elements, of which both could lead to the remarkable improve-
ment of the sensitivity and selectivity of electrochemical sensors
and biosensors [5,18]. As another example, low-dimensional inor-
ganic nanomaterials have widely been used in electrochemical
sensors for the detections of various analytes. For example, carbon
nanotubes and their composites have been recently used for the
detections of nitroaromatics [12], neurotransmitters [19], glucose
[20], and organophosphate pesticides [21].

Recently, the electrochemical detections of TNT have also
been explored by molecularly imprinted Au nanoparticles [13],
metal nanoparticle/carbon nanotube composites [14], triphylene-
modified carbon nanotubes [15], mesoporous silica nanoparticles
[16] and TiO2/metal nanoparticles [17]. Meanwhile, there has

recently been much interest in conductive-polymer-based electro-
chemical sensors for the detections of organic or biological analytes
[18,19,22–24]. Among all conductive polymer materials, polyaniline
(PANI) may be the most extensively studied sensory materials for
electrochemical sensors, mainly due to its easy preparation, good
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cheme 1. Schematic illustrations for synthesis and structure of poly(Glu-Lys)-do
oped nanofiber and TNT molecules through the formation of charge–transfer com

iocompatibility and high electrocatalytic activity. PANI nanoma-
erials as electrode materials have several remarkable advantages
ver inorganic counterparts in: (1) ready task-specific functional-
zation with copolymers and composites and so forth [19], (2) easy
ombination with enzyme or antibody with a good biocompatibil-
ty [18,22,23], and (3) high electrocatalytic activity towards many
inds of organic/biological molecules [24]. These properties sub-
tantially make the PANI nanomaterials to be quite promising in
he development of various kinds of chemo/biosensors [25,26,27].

It has been reported that the doping of protonic acid (HCl)
s a prerequisite process for transforming PANI emeraldine into
he form of conductive emeraldine salt by the formation of rad-
cal ions at PANI backbone [28]. Recent studies have shown that
rganic carboxylic acids [29,30] or sulfonic acids [31] are also
ood acid dopants and can efficiently improve the processibility
f emeraldine salt. In this work, we investigate the possibility of
reparing the copolypeptide-doped PANI nanofibers for the elec-
rochemical detection of nitroaromatic compounds. Poly(Glu-Lys)
ith two kinds of functional units is in situ doped into PANI
anofibers, where the free carboxylic groups of glutamic segments
lay a role of protonic dopants to drive the copolypeptide into
he formed PANI nanofibers during the oxidant polymerization of
niline (Scheme 1). Meanwhile, the free amino groups of lysine
egments residue at the surface of the nanofibers due to its high
ydrophilic nature, and thus provide the selective binding sites of
NT through the interactions between the electron-rich amine and
he electron-deficient aromatic rings. When poly(Glu-Lys)-doped
ANI nanofibers are modified onto glassy carbon electrode, adsorp-
ive stripping voltammetry demonstrates that the doped nanofibers
ith receptor sites exhibit a high electrochemical sensitivity and

apid response to TNT.

. Experimental
.1. Materials

Poly(d-Glu-d-Lys) (Mw = 2–5×104 g mol−1, glu:lys = 6:4,
ol/mol) and poly(d-Glu) (Mw = 7–15×104 g mol−1) were pur-
ANI nanofibers. The bottom-left inset shows the specific interaction between the

chased from Aldrich. 2,4,6-Trinitrotoluene (TNT) was supplied
by National Security Department of China and recrystallized
with ethanol before use. 2,4-Dinitrotoluence (DNT, from Merch-
Schuchardt), trinitrobenzene (TNB, from Aldrich) and ammonium
persulfate (99.99%, from Shanghai Chem. Ltd.) were used as
received. Aniline was purified by vacuum distil before used.
Caution: TNT is highly explosive and harmful to human health and
should be used with extreme caution and handled only in a small
quantity.

2.2. Copolypeptide-doped PANI nanofibers

Poly(Glu-Lys)-doped PANI nanofibers were prepared by oxida-
tive polymerization of aniline with ammonium persulfate,
according to a procedure similar to the doping of amino acids in
PANI [27]. The oxidative polymerization was carried out in a weak
acidic solution containing aniline and poly(Glu-Lys). Typically, a
stock solution of 0.1 mg/mL of poly(Glu-Lys) was first prepared with
Milli-Q water. A 10 �L of the distilled aniline was added into 1.5 mL
of 0.1 mg/mL poly(Glu-Lys) solution to make a mixing solution of
reactive precursors. Simultaneously, 30 mL of 1×10−4 M HCl aque-
ous solution was purged with nitrogen for 30 min and cooled in an
ice bath. The above precursor solution was gradually added into
the cooled acidic solution under stirring, and the pH value was fur-
ther adjusted to 4.0 with diluted HCl solution. Then, the oxidative
polymerization of aniline was initiated by adding 24 mg of ammo-
nium persulfate into the reaction system. After the polymerization
for 12 h at 0–5 ◦C, the dark-green poly(Glu-Lys)-doped nanofibers
were collected by centrifugation and washed several times with
distilled water. For comparison, poly(Glu)-doped PANI nanofibers
were also synthesized according to the identical procedure and pure
PANI nanofibers were prepared in the absence of polypeptides.
2.3. Modification of glassy carbon (GC) electrode

Commercial GC electrodes were carefully polished with 0.3-
�m alumina powder, and rinsed in an ultrasonication bath before
use. 2 mg of polypeptide-doped PANI nanofibers was dispersed into
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.5 mL of Milli-Q water, and sonicated for 5 min to obtain a dark-
reen nanofiber solution. A drop of the above solution was directly
dded onto the fresh surface of GC electrode and allowed to dry
t room temperature. After water evaporation, a thin film of PANI
anofibers was formed on the electrode surface.

.4. Apparatus and measurements

Electrochemical measurements were carried out using a LK
005 workstation. A conventional three-electrode electrochemi-
al cell was employed with the modified GC electrodes as working
lectrode, a saturated calomel electrode (SCE) as reference elec-
rode, and a platinum foil as counter electrode. 60 mL of 0.5 M
aCl solution, deoxygenated thoroughly by bubbling high-purity
itrogen gas, was used as the supporting electrolyte for the elec-
rochemical measurements. Nitro analytes were first dissolved in
cetonitrile, and then added into the electrolyte. Adsorptive strip-
ing voltammetry began with a deposition at the potential of 0.0 V
or different period under stirring. After the deposition step, the
tirring was stopped and the solution was equilibrated for 15 s. The
otential was then linearly scanned from 0.0 to −1.0 V at a rate of
0 mV/s.

The morphology of poly(Glu-Lys)-doped PANI nanofibers was
xamined by a FEI Sirion-200 field-emission scanning electron
icroscope (FE-SEM). XPS analysis was carried out using a Thermo

SCALAB 250 equipped with a monochromatic microspot X-ray
eam originating from the Al anode (K�, X-ray at 1486.6 eV) with
spot diameter of 500 �M. The data were recorded at room tem-
erature and under a pressure below 10−6 Pa. To compensate for
harging effects, the binding energies were corrected with covalent
1s at 284.6 eV. The curve fitting and peak integration were carried
ut by the Avantage (Version 3.25) software through assuming a
aussian–Lorentizian line shape.

. Results and discussion

.1. Synthesis of poly(Glu-Lys)-doped PANI nanofibers

Scheme 1 schematically illustrates the synthetic procedure and
hemical structure of copolypeptide-doped PANI nanofibers, and
he specific interactions between the doped nanofibers and TNT

olecules. The poly(Glu-Lys) is highly soluble in water, and is thus
ell suited for the in situ doping into PANI during the oxidative
olymerization of aniline in water. An aqueous diluted HCl solution
ith a relative high pH value (4.0) was used as a polymerization
edia, as the reported dopings of organic acids [29,30]. Detailed

xperiments revealed that the pH value of 4.0 could ensure both
he protonic doping of Glu segments and the conductivity of the
ormed emeraldine salt. In general, the emeraldine salt of conduc-
ive PANI was synthesized at a lower pH value (1–2) by the protonic
oping. When the pH value is higher than 5.0, the conductivity of
ANI will reduce obviously, due to a low doping ratio of protons.
t the pH < 3.0, however, the copolypeptide is very difficult to dope

nto the formed PANI, due to a high acidity. Thus, we found that
he pH value of 4.0 is the most suitable for obtaining both a rel-
tive high conductivity and a high doping ratio of copolypeptide.
he imine nitrogen atoms of the oxidative units on PANI chains
re protonated in part by the carboxylic groups of Glu segment,
nd in part by hydrogen chloride. Therefore, poly(Glu-Lys) can be

n situ doped into the formed PANI nanofibers through the protona-
ion mechanism, and the free amino groups of lysine segments are
nclined to stay at the surface of nanofibers due to its hydrophilic
ature, resulting in the amine-capped PANI nanofibers, as drawn in
cheme 1.
Fig. 1. SEM images of: (A) poly(Glu-Lys)-doped PANI nanofibers and (B) pure PANI
nanofibers.

3.2. Interactions between poly(Glu-Lys)-doped PANI nanofibers
and TNT

The bottom-left inset of Scheme 1 illustrates the interac-
tion between the doped PANI nanofibers and TNT molecules.
A strong charge–transfer interaction, as a predominant process,
occurs between the electron-deficient aromatic ring of TNT and
the electron-rich amino ligands at the surface of nanofibers. The
electron-rich primary amine is nucleophilic group, and the center
of TNT molecule exhibits an electrophilic property due to the three
electron-withdrawing nitro groups, which allow for the formation
of charge–transfer Meisenheimer complex, as demonstrated by our
recent work [32] and other studies [33,34]. The zwitterion complex
is a resonance-stabilizing form due to three electron-withdrawing
nitro groups. On the other hand, TNT molecule is a Bronsted-Lowry
acid and may also be deprotonated at the methyl group by basic
amino ligands [35,36]. Therefore, the free amino ligands at the
surface of the copolypeptide-doped nanofibers play a role of TNT
receptors through the charge–transfer or acid–base pairing inter-
actions, exhibiting a remarkable enriching effect to TNT species.

3.3. Characterization of poly(Glu-Lys)-doped PANI nanofibers

The poly(Glu-Lys)-doped PANI nanofibers are a dark green
emeraldine salt containing the alternating reduced and oxidized
repeat units, as confirmed by UV–vis and infrared spectral mea-

surements (data not shown), suggesting a good conductivity of
nanofibers. The diameter of the doped nanofibers is about 50 nm,
as shown in the SEM image of Fig. 1A. However, the undoped PANI
nanofibers are obviously irregular in morphology (Fig. 1B). The dif-
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Fig. 2. N1s X-ray surface photoelectron spectra of:

erence clearly reveals that the doped nanofibers have a better
niformity in shape and diameter than pure PANI nanofibers due to
he addition of copolypeptide in the reaction systems. The obser-
ations also suggest that the copolypeptide may also play a role
f growth-mediator of nanofibers while doping into the formed
anofibers, through the strong hydrogen bond or acid–base-pairing

nteractions between copolypeptide and aniline monomers.
To further confirm the doping of poly(Glu-Lys) in the PANI

anofibers, the N1s X-ray surface photoelectron spectra were mea-
ured to distinguish the different structural nitrogen atoms at
he surface of nanofibers. Fig. 2A shows that, after a deconvo-
ution treatment of Avantage software, the four peaks of N1s

ere detected for pure PANI nanofibers, centered at 398.25±0.1,
99.23±0.1, 399.92±0.1, and 401.1±0.1 eV, respectively. They
ere attributed to the imine nitrogen (–N ), the amino nitrogen

–NH–), the radical cation nitrogen (–NH2
+–) and the iminium ion

–NH+ ), respectively [27]. With the doping of poly(Glu-Lys) in
anofibers, a new shoulder peak appeared at 402.56 eV, as shown in
ig. 2B. This new peak could be attributed to the acylamino nitrogen
–CONH–) at the main chains of poly(Glu-Lys) by the compari-
on with pure polypeptide [37,38]. Here, the physical adsorption is
ot almost possible because the synthesized nanofibers were fully
ashed with water to remove the residual of copolypeptide. Mean-

hile, we could see that the area fraction of this peak is about 4%,
hich is higher than the theoretic nitrogen content of 1% estimated

rom the ratio of copolypeptide to aniline in the reactive mate-
ials. With further increase of the copolypeptide in the reaction
ystem, XPS spectra did not detect the corresponding enhance-

ig. 3. Adsorptive stripping voltammograms of 2.5 �M TNT after different deposition time
ANI, (B) pure PANI and (C) poly(Glu)-doped PANI nanofibers. The background current in
ANI and (B) poly(Glu-Lys)-doped PANI nanofibers.

ment of copolypeptide concentration in the nanofibers, suggesting
a maximum doping of copolypeptide in the PANI. The surface pho-
toelectron spectra reveal that poly(Glu-Lys) was successfully doped
into PANI nanofibers and mainly distributed at the surface of PANI
nanofibers, due to the thin diameter of the doped nanofibers and
the highly hydrophilic nature of Lys segments. Thus, a number of
primary amino groups of Lys segments residue at the surface of the
nanofibers, as illustrated in Scheme 1.

3.4. Enriching effect of doped nanofibers on TNT analyte

To evaluate the electrochemical sensitivity of the copolypeptide-
doped PANI nanofibers to TNT, poly(Glu)-doped PANI nanofibers
without Lys units and pure PANI nanofibers were also prepared
under the same conditions. Poly(Glu-Lys)-doped nanofibers, pure
PANI nanofibers and poly(Glu)-doped nanofibers were individu-
ally modified onto GC electrodes for studying their electrochemical
responses to TNT. Fig. 3 compares three parallel voltammetry mea-
surements of 2.5 �M TNT with increasing the deposition time at
the potential of 0.0 V. Before the deposition (0s), three reduction
peaks of TNT at −0.49, −0.65 and −0.80 V were recorded at the
three modified electrodes, which correspond to the stepwise reduc-
tions of three nitro groups into amino groups by the conversion

of the hydroxylamines through the 6e− transfer process [16,39].
Meanwhile, the first reduction peak at −0.49 V is stronger than
the second and third reduction ones at −0.65 and −0.80 V, respec-
tively, which is similar to other electrochemical detection of TNT
[12–16]. Furthermore, it is clear that before the deposition, the first

at the potential of 0.0 V with GC electrodes modified with (A) poly(Glu-Lys)-doped
the absence of TNT was subtracted for all curves.
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eduction peak at the poly(Glu-Lys)-doped nanofibers is stronger
han the first peaks at the poly(Glu)-doped nanofibers and the
ure nanofibers, suggesting a higher sensitivity of the poly(Glu-
ys)-doped nanofibers towards TNT. With the increase of deposition
eriod from 0 to 60 s, the first peak current (at−0.49 V) and the sec-
nd peak current (at −0.65 V) were obviously enhanced at the GC
lectrode modified with poly(Glu-Lys)-doped nanofibers (Fig. 3A).
n the case of pure PANI and poly(Glu)-doped PANI nanofibers,
owever, the two corresponding peak currents were only slightly
nhanced with increasing the deposition time, as shown in Fig. 3B
nd C. Meanwhile, we can also see that the first peak current at
he poly(Glu)-doped nanofibers is only slightly higher than that
t the pure PANI nanofibers with prolonging the deposition time.
hese comparisons clearly indicate that the poly(Glu-Lys)-doped
anofibers exhibit a much stronger enriching capacity of TNT than
he poly(Glu)-doped nanofibers and the pure nanofibers. This prop-
rty may be elucidated by the fact that the primary amino ligands at
he surface of the poly(Glu-Lys)-doped nanofibers provide a recog-
ition receptor of TNT through the charge–transfer complexing

nteractions, as illustrated in the bottom-left inset of Scheme 1.
he specific adsorption together with the large surface-to-volume
atio of nanofibers greatly amplifies the electrochemical response
o TNT species. Moreover, the doped PANI-modified electrode has
high reliability in the supporting electrolyte for electrochemical
etection of TNT.

We chose the first reduction peak of TNT at−0.49 V for quantita-
ive evaluation on the sensitivity of electrode materials because this
eak is the most separated and intense. Fig. 4 shows the plots of this
eak area versus the deposition time for (a) poly(Glu-Lys)-doped
anofibers, (b) poly(Glu)-doped nanofibers and (c) pure nanofibers.
he peak area of TNT at the poly(Glu-Lys)-doped nanofibers rapidly
ncreases from 23 nA V at the initial stage to a maximum value of
6 nA V after 120 s of deposition, which is faster than the enrich-

ng rate of the previously reported carbon nanotubes [12] and
etallic nanoparticles [14]. Meanwhile, the corresponding peak

reas at the poly(Glu)-doped nanofibers and the pure nanofibers
ncrease only from 11 to 15 nA V and from 5 to 9 nA V during the
ame time period, respectively. Thus, the increasing rate of the

eak area at the poly(Glu-Lys)-doped nanofibers is about eight-
old those at poly(Glu)-doped nanofibers and pure nanofibers. The
ata analysis clearly demonstrates that the short deposition period
an lead to a rapid enhancement of electrochemical response to
NT at the poly(Glu-Lys)-doped nanofibers. The high sensitivity and

ig. 5. (A) Adsorptive stripping voltammograms of (a) 0.5 �M, (b) 1.0 �M, (c) 1.5 �M, (
anofibers-modified GC electrode after the deposition period of 200 s (the background cu
f the three reduction peaks versus TNT concentrations (the inset is the voltammogram o
Fig. 4. Plots of the area of the first reduction peak (at −0.49 V for 2.5 �M TNT) ver-
sus the deposition time: (a) poly(Glu-Lys)-doped nanofibers, (b) poly(Glu)-doped
nanofibers and (c) pure PANI nanofibers.

rapid response to TNT are two desirable features of the poly(Glu-
Lys)-doped nanofibers, which holds a promising and significant
implication for the fast detection of ultratrace TNT analyte.

3.5. Electrochemical response to different TNT concentrations

The electrochemical adsorptive effect of the poly(Glu-Lys)-
doped nanofibers has further been confirmed by testing their
electrochemical response to TNT with different concentrations.
Fig. 5A shows the adsorptive stripping voltammograms of TNT with
the 0.5 �M step of concentration after the deposition time of 200 s.
Three reduction peaks of TNT were clearly recorded, and the peak
currents were significantly enhanced with increasing the TNT con-
centration. Especially, the first reduction peak at −0.49 V is most
obviously detected even at the 0.5 �M concentration. The plots
of the areas of the three reduction peaks versus TNT concentra-

tions were shown in Fig. 5B. The peak areas of the first peak have
the highest slope and the largest correlation coefficient with TNT
concentrations. The peak area is proportional to TNT concentra-
tion with a highly linear calibration plot of R2 = 0.998, and a linear

d) 2.0 �M, (e) 2.5 �M, (f) 3.0 �M and (g) 3.5 �M TNT at the poly(Glu-Lys)-doped
rrent in the absence of TNT was subtracted for all curves). (B) The plots of the areas
f 100 nM TNT).
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filtering or any pretreatment. Seawater was artificially prepared
by dissolving 26.66 g/kg NaCl and 0.73 g/kg KCl in river water. In
the tap water sample, the three characteristic signals of TNT can
most clearly be distinguished. However, the second and third peaks
overlap each other to form a very wide peak for the sea and river
ig. 6. Adsorptive stripping voltammograms of (A) TNB and (B) DNT with increasin
C electrode after the deposition period of 200 s.

lop of 20.4 nA/(V �M). The linear dynamic range (LRD) of the elec-
rochemical sensor is about in the range of 0.5–10 �M. Therefore,
he first peak is well suited as a representative peak for the TNT
etermination in a low concentration range.

Meanwhile, we can determine the detection limit by gradu-
lly reducing the concentration of TNT analyte in the solution. The
trongest reduction signal of the nitro group at −0.49 V became
eaker with the decrease of TNT concentration. When the TNT

oncentration approached to 100 nM, the reduction signal was still
etected, as shown in the inset of Fig. 5B. However, when TNT
oncentration was lower than 50 nM, the reduction signal was not
etected. Therefore, we can estimate that detection limit is about
00 nM.

.6. Electrochemical response to analogous nitroaromatics

Moreover, it is very interesting that poly(Glu-Lys)-doped
anofibers as the electrode materials can distinguish TNT from
ther nitroaromatic analogues, such as TNB and DNT, not only by the
eak potentials, but also by the evolution of reduction signals with
nalyte concentrations. TNB usually generates three well-defined
edox signals at −0.34, −0.51 and −0.71 V in normal electrochem-
cal detections, corresponding to the stepwise reduction of three
itro groups to the corresponding amine [16,39]. Fig. 6A shows
hat the first reduction peak of 1 �M TNB is almost invisible at the
oly(Glu-Lys)-doped nanofibers-modified GC electrode. Until the
NB concentration rise up to 2.5 �M, the first reduction signal was
ust detected in a very small peak at −0.42 V. We can clearly see
hat the first reduction signal of TNB was very weak and was not
nhanced with TNB concentration, which is quite different from
hat of TNT. However, the second reduction peak at −0.56 V was
etected at the concentration of 1.5 �M. The third reduction peak
t −0.72 V can most clearly be detected at low analyte concen-
ration, and exhibits the obvious enhancement with the increase
f TNB concentration. The unexpected reduction characteristic of
NB at poly(Glu-Lys)-doped nanofibers-modified GC electrode can
oughly be understood as follows. The significant enhancements of
he second and third signals of TNB suggest the strong deposition
f TNB at the surface of the amine-capping nanofibers. However,
he reduction manner of TNB at the surface of the doped nanofiber

ay be different from that of TNT. It is well known that TNB
ithout methyl group is a more electron-deficient and symmet-

ical structure than TNT molecule. A very strong charge–transfer
nteraction should exclusively occur from amino ligands to TNB
olecules, and thus leads to the highly homogeneous distribution
f the accepted charge on three nitro groups, as shown in Fig. 7.
herefore, the reduction of the first nitro group for disrupting the
ighly symmetrical structure and charge distribution may become
ore difficult than TNT [39]. The assumption can roughly be con-
yte concentrations in 0.5 �M step at the poly(Glu-Lys)-doped nanofibers-modified

firmed by the reduction potential of the first signal of TNB. The first
reduction signal appears at a more negative position (−0.42 V) than
the corresponding potential by the other electrochemical reduc-
tion (−0.34 V) [16,39], while the third reduction potential at−0.72 V
appears almost at the same position as the corresponding potential
by other normal reduction [16].

On the other hand, DNT with two nitro groups is a Lewis acid
much weaker than TNT, and therefore exhibits a weak interaction
with the free amino ligands at the surface of the poly(Glu-Lys)-
doped nanofibers. Fig. 6B shows that 1.0 �M DNT solution can
clearly generate two reduction signals of nitro groups at −0.61 and
−0.78 V, respectively. The second reduction signal is stronger
than the first one at the beginning concentration of 1 �M, and
exhibits a greater enhancement with the increase of DNT con-
centration. Therefore, these above results confirm that different
nitro compounds show a distinct evolution of redox signals at the
poly(Glu-Lys)-doped nanofiber-modified electrode. Fig. 8 shows
the plots of the areas of the first reduction peaks versus the con-
centrations of TNB and DNT together with TNT. The linear slops of
the peak area to concentration can be ordered as: TNT » DNT » TNB.
Therefore, the first reduction signal exhibits the highest sensitiv-
ity for TNT and the lowest sensitivity for TNB. The evolution of
redox signals at different peak potentials with analyte concentra-
tion may provide a new indicator for distinguishing different kinds
of nitroaromatics.

3.7. Determination of TNT in different matrix samples

Fig. 9 shows the determination of TNT (3.5 �M) by adsorptive
stripping voltammetry (200-s deposition time at 0.0 V) with dif-
ferent matrix samples. The river water and tap water were used
directly to prepare the electrolyte solution (0.5 M NaCl) without
Fig. 7. Schematic illustration for the electrochemical reduction process of TNB at
poly(Glu-Lys)-doped nanofibers.
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Fig. 8. The plots of the areas of the first reduction peaks versus the concentrations
of TNT, DNT and TNB for poly(Glu-Lys)-doped nanofibers.
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ig. 9. Determination of TNT (3.5 �M) by adsorptive stripping voltammetry (200-s
eposition time at 0.0 V) with different matrix samples: (a) tap water, (b) sea water,
nd (c) river water (the background current in the absence of TNT was subtracted
or all curves).

amples. The first reduction signal at about −0.49 V is the most
ntense and separated for all three samples. Thus, the determina-
ion of TNT is feasible in all samples tested by the most reliable
eak.

. Conclusions

In summary, we have demonstrated that the copolypeptide with
ree carboxylic and amino units can in situ be doped into the
olyaniline nanofibers through the protonation of the imine nitro-
en atoms at polyaniline chains by the free carboxylic groups of
opolypeptide. The resultant conductive nanofibers with surface

mino ligands can electrochemically detect 2,4,6-trinitrotoluene
ith high sensitivity and fast response by the specific interac-

ion between electron-rich amino groups and electron-deficient
romatic rings. It is particularly important that different nitro
ompounds show a distinct electrochemical response at the

[
[
[
[
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copolypeptide-doped nanofibers-modified electrode. Although the
redox mechanism of different nitro compounds at the doped
polyaniline nanofibers has to be fully understood, the resultant evo-
lution of redox signals can distinguish different nitro analytes. On
the other hand, it can be expected that the copolypeptide-doped
polyaniline nanofibers can further be modified with antibody or
enzyme for the detection of biological analytes. These main charac-
teristics together with the simplicity of preparation suggest that the
copolypeptide-doped polyaniline nanofibers are widely applicable
in electrochemical sensors.
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a b s t r a c t

Continuous outbreaks of avian influenza (AI) in recent years with increasing threat to animals and human
health have warranted the urgent need for rapid detection of pathogenic AI viruses. In this study, an
impedance immunosensor based on an interdigitated array (IDA) microelectrode was developed as a new
application for sensitive, specific and rapid detection of avian influenza virus H5N1. Polyclonal antibodies
against AI virus H5N1 surface antigen HA (Hemagglutinin) were oriented on the gold microelectrode
surface through protein A. Target H5N1 viruses were then captured by the immobilized antibody, resulting
in a change in the impedance of the IDA microelectrode surface. Red blood cells (RBCs) were used as
biolabels for further amplification of the binding reaction of the antibody–antigen (virus). The binding of
target AI H5N1 onto the antibody-modified IDA microelectrode surface was further confirmed by atomic
force microscopy. The impedance immunosensor could detect the target AI H5N1 virus at a titer higher
than 103 EID50/ml (EID50: 50% Egg Infective Dose) within 2 h. The response of the antibody–antigen (virus)

interaction was shown to be virus titer-dependent, and a linear range for the titer of H5N1 virus was found
between 103 and 107 EID50/ml. Equivalent circuit analysis indicated that the electron transfer resistance
of the redox probe [Fe(CN)6]3−/4− and the double layer capacitance were responsible for the impedance
change due to the protein A modification, antibody immobilization, BSA (bovine serum albumin) blocking,
H5N1 viruses binding and RBCs amplification. No significant interference was observed from non-target

castle
viru
RNA viruses such as New
the study was inactivated

. Introduction

Avian influenza (AI) is a significant human and animal health
roblem worldwide. In recent years, continuous outbreaks of highly
athogenic avian influenza H5N1 and cases of human infection have
aused increasing international concerns that the current virus
ould become capable of human to human transmission, trigger-
ng a global pandemic. The AI H5N1, discovered in the late 1990s, is
rod-shaped, negative-strand RNA virus with a segmented genome
hat belongs to type A in the family Orthomyxoviridae. It has been
eported in more than 46 countries for animal cases and in 15 coun-
ries for human infection with 387 people infected and 245 died
ince 2003 [1]. It is estimated by FAO (2006) that 150 million chick-

∗ Corresponding author at: Department of Biological & Agricultural Engineering,
niversity of Arkansas, Fayetteville, AR 72701, USA. Tel.: +1 4795752881/2424;

ax: +1 4795752846.
E-mail address: yanbinli@uark.edu (Y. Li).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.017
disease virus and Infectious Bronchitis disease virus. (The H5N1 used in
s.)

© 2009 Elsevier B.V. All rights reserved.

ens and waterfowls died or were destroyed during containment
efforts due to H5N1 outbreaks and that the related economic loss
is beyond $ 10 billion. Consequently, rapid and sensitive technol-
ogy for detection of AI H5N1 is urgently needed to help contain the
spread of H5N1.

Current techniques employed to detect AI virus, such as virus
isolation culture, ELISA, rapid influenza diagnostic test kits, RT-
PCR and microarray technology “Flu Chip” [2–10], are either poor
in specificity, low in sensitivity, time consuming, too expensive,
or require a laboratory and a highly trained technician. Biosen-
sor technologies provide promising opportunities to meet the new
challenges and demands for rapid and reliable testing of influenza
with minimal sample handling and laboratory skill requirements
[11]. Various biosensors have been studied as alternatives to con-

ventional methods for the detection of influenza viruses. Examples
include non-labeling technologies surface plasmon resonance (SPR)
and quartz-crystal microbalance (QCM), that show great poten-
tial in the area of sensor research but have had limited success
in specificity [12–16]. Another promising method is colorimetric
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ensors [17,18], but these require the development and synthesis
f a “smart” material with desirable physical, optical or electrical
roperties that respond to an environmental stimulus. An inter-

erometric biosensor based on antibody–antigen interaction was
eported for detection of purified AI H7 and H8 in buffer solution
19].

Compared to surface plasmon resonance, quartz-crystal
icrobalance and interferometric biosensors, electrochemical
ethods appear very promising due to the relatively simple and

ompact equipment required. Impedance biosensors are more
ensitive than electrochemical biosensors that employ amperom-
try, where the signal depends critically on the relative proximity
f the active site and the electrode surface [20]. At the same time,
nterdigitated array (IDA) microelectrodes have their advantages
n impedance measurement. For example, IDA microelectrodes can

aximize the impedance change at the surface, lower the detection
ime, minimize interfering effects of non-target analytes in the
olution and have high signal/noise ratio [21,22]. In particular, IDA
icroelectrodes enable the detector device and sample volume

o be miniaturized while sustaining its sensitivity and selectivity
23]. To the best of our knowledge, there was no report on IDA

icroelectrode based impedance immunosensor applied to the
etection of AI H5N1.

In this study, we demonstrated an IDA microelectrode based
mpedance immunosensor as a new approach for the detection
f AI H5N1 (inactivated). The immunosensor was fabricated using
rotein A of Staphylococcus aureus to modify the microelectrode
urface followed by immobilization of specific antibodies on pro-
ein A. Target H5N1 viruses in different titers were captured by
he immobilized antibody, resulting in a change in the impedance
f IDA microelectrode surface. Red blood cells were used as bio-
abels for further amplification of the binding reaction of the
ntibody–antigen (virus). The capture of target AI H5N1 virus onto
he IDA microelectrode was further confirmed by atomic force

icroscopy.

. Experimental

.1. Materials

Phosphate buffered saline (PBS, 10 mM, pH 7.4) and protein A
from S. aureus) were purchased from Sigma–Aldrich (St. Louis,

I). Three types of polyclonal HA (Hemagglutinin) antibodies spe-
ific for H5 protein of AI H5N1 were used in the assay: (1) rabbit
olyclonal HA antibody raised against a synthetic peptide corre-
ponding to 14 amino acids in the middle region of HA (Biodesign
nternational, Saco, Maine); (2) rabbit polyclonal HA antibody
aised against a synthetic peptide corresponding to 14 amino acids
ithin residues 300–350 of HA (Abcam, Cambridge, MA); and (3)

abbit polyclonal HA antibody raised against a synthetic peptide
orresponding to 15 amino acids at the amino terminus of HA
ProSci Incorporated, Poway, CA). Recombinant AIV (H5N1) HA
83 �g/ml) was obtained from Protein Sciences Corporation with
urity greater than 90%. Bovine serum albumin (BSA) from EM Sci-
nce (Gibbstown, NJ) was prepared in PBS (1.0%, w/v) as a blocking
olution. All solutions were prepared with deionized water from
illipore (Milli-Q, 18.2 M� cm, Bedford, MA).
Avian influenza A/H5N1 virus (Scotland 59) was provided by

SDA-APHIS National Veterinary Services Laboratory (NVSL, Ames,
A). The AI H5N1 viruses were inactivated with �-propiolactone
imilar to the procedure of Sever et al. [24] where viral infectivity

as eliminated while maintaining hemagglutination ability [25].

he original titer of AI H5N1 was approximately 1×107 EID50/ml.
ewcastle/Infectious bronchitis (NCD/IB) combination vaccine was
iluted for spray vaccination according to label recommendations.
he vaccine was used as a competitive virus for specificity study of
9 (2009) 159–164

the biosensor in the detection of AI H5N1. Chicken red blood cells
(RBC) were prepared in isotonic dextrose at a concentration of 0.05%
(w/v).

2.2. Dot Blot analysis

Immuno-Dot Blot analysis was employed as a conventional
immunoassay method for checking the quality of the anti-H5N1
antibodies used in the immunosensor. Detailed procedure was the
same as described in the report by Wang et al. [26]. 100 �l of the
positive control (1:100,000 dilution of primary antibody in PBS),
negative control (PBS only) and recombinant AI (H5N1) HA (10,000
dilution) were loaded into the Dot Blot system as directed. Sec-
ondary antibody used here was peroxidase-labeled and diluted
1:2500 with blocking buffer. After treating with substrate (Super-
signal West Dura Extended Duration), the chemiluminescence dots
were detected using a charge-coupled device (CCD) camera (LAS
1000 plus) (Fuji Photo Co., Tokyo, Japan).

2.3. Interdigitated array microelectrode and impedance
measurement

Gold interdigitated array (IDA) microelectrodes were purchased
from ABtech Scientific Inc. (Richmond, VA). Each electrode had 50
digital pairs with 15 �m digit width, 15 �m interdigit space, and
a digit length of 4985 �m. The electrode area was calculated as
14.88 mm2.

Impedance measurements were performed using an IM-6
impedance analyzer (BAS, West Lafayette, IN) with IM-6/THALES
software. All impedance measurements were conducted in the
presence of 10 mM [Fe(CN)6]3−/4− (1:1) mixture in PBS (pH 7.4)
as a redox probe. The tested frequency range was from 1 Hz to
1 MHz with an amplitude of 5 mV. Bode (impedance and phase vs
frequency) and Nyquist (imaginary impedance vs real impedance)
diagrams were recorded. Simulation was performed using the SIM
program. 45 points of data from each measured spectrum were
automatically selected by the software for input into an equivalent
circuit to generate a fitting spectrum.

2.4. Procedure of biosensor fabrication and detection

The whole experimental procedure contains four steps: elec-
trode cleaning, surface immobilization, AI virus detection, and RBC
amplification. Step (1) The IDA microelectrode was cleaned by
immersing in 1 M NaOH for 5 min, rinsed with deionized water,
immersing in 1 M HCl for 2 min, rinsed with deionized water,
and then wiped gently with alcohol wetted lens paper. After final
rinsing with deionized water, the electrode was dried with a
stream of nitrogen and it was ready for surface modification and
antibody immobilization. Step (2) The clean IDA microelectrode
was incubated with 50 �l of protein A solution (0.75 mg/ml) at
room temperature (22–25 ◦C) for 2 h. Following the incubation,
the microelectrode was rinsed with deionized water and dried
with nitrogen stream, and then incubated with 0.1 mg/ml antibody
(50 �l) for further 3 h at 4 ◦C. After rinsing with deionized water and
drying with nitrogen, the microelectrode was incubated with 1%
BSA (50 �l) as a blocking solution at room temperature for 30 min.
After another rinsing with deionized water and drying with nitro-
gen stream, the microelectrode was ready for use in detection tests.
Step (3) AI detection was performed by dropping 50 �l of inacti-
vated AI H5N1 virus onto the IDA microelectrode surface coated

with the antibody, and incubating it at room temperature for 1 h.
After incubation, the microelectrode was rinsed with deionized
water and dried with nitrogen. The impedance change caused by
the target AI virus was calculated by subtracting the impedance
measured at the end of step 2 (antibody immobilization) from the



anta 79 (2009) 159–164 161

i
(
b
i

t
p
n
o
w
t
(
i
w
v

3

3

d
b
e
H
c
r
t
a
v
i
o
i
t
p
a
R
a
s
e
b
t
t
e
t

Fig. 1. Immuno-Dot Blot analysis of polyclonal HA antibodies raised against dif-
ferent regions of AI virus (H5N1) HA protein. Antibody 1: rabbit polyclonal HA
antibody raised against a synthetic peptide corresponding to 14 amino acids in the
middle region of HA; Antibody 2: rabbit polyclonal HA antibody raised against a
R. Wang et al. / Tal

mpedance measured at the end of step 3 (virus binding). Step
4) 50 �l of 0.05% RBC, as biolabel for further amplification of the
inding reaction of the antibody–antigen (virus), was added and

ncubated for 40 min at room temperature.
The microelectrode was reusable. After biomaterial immobiliza-

ion and virus detection, the microelectrode was cleaned using the
rocedure described in Step (1). Then, it was observed under mag-
ification to check for irregular features, damaged microelectrode,
r foreign objects on the microelectrode. If no irregular feature
as observed, impedance could be measured for the microelec-

rode in the presence of 10 mM [Fe(CN)6]3−/4− (1:1) mixture in PBS
pH 7.4). This impedance value would be compared to the previous
mpedance value measured for a bare electrode. If a similar value
as obtained, new antibodies can be immobilized, whereas if the

alue is different, the cleaning step should be repeated.

. Results and discussion

.1. Dot Blot analysis to select H5N1 antibody

The sensitivity and specificity of an immunosensor is greatly
ependent on the immobilized antibodies. Prior to the use of anti-
odies for a biosensor, it is necessary to perform some tests to
nsure the quality of antibodies. Several affinity-purified polyclonal
A antibodies specific for AI H5N1 H5 protein were commer-
ially available, and the antibodies were raised against different
egions of HA protein; e.g. at the amino terminus of HA or in
he middle of HA. In order to select the antibodies with high
ffinity and high avidity interactions for our target H5N1 virus, con-
entional immuno-Dot Blot analysis was employed to check the
mmuno-interaction between antibody and antigen. Three types
f commercial rabbit polyclonal anti-H5 antibodies were used
n the assay: (1) antibody raised against a synthetic peptide in
he middle region of HA; (2) antibody raised against a synthetic
eptide within residues 300–350 of HA; and (3) antibody raised
gainst a synthetic peptide at the amino terminus of HA [33].
ecombinant AI (H5N1) HA protein with purity >90% was used
s target antigen in the Dot Blot analysis. The Dot Blot results
hown in Fig. 1 indicated that antibodies raised against differ-

nt regions of the H5 protein produced different binding affinities
etween the antibody and antigen. Among the three antibodies
ested, antibody 1 (antibody to the mid region of HA) showed
he best binding affinity with the biggest dot size and the high-
st intensity, and therefore was selected for use in the biosensor
ests.

Fig. 2. Schematic representation of the stepwise modification of interdigitated arra
synthetic peptide corresponding to 14 amino acids within residues 300–350 of HA;
and Antibody 3: rabbit polyclonal HA antibody raised against a synthetic peptide
corresponding to 15 amino acids at the amino terminus of HA.

3.2. Preparation and characterization of the IDA microelectrode
based immunosensor

The stepwise modification of IDA microelectrode, AI detection,
and RBC amplification is schematically presented in Fig. 2. The
IDA microelectrode based immunosensor was fabricated through
protein A. Protein A was directly adsorbed onto the gold surface
of the IDA microelectrode. Then, affinity-purified anti-H5N1 anti-
bodies were immobilized on the sensor surface due to Protein A’s
natural affinity towards the Fc region of antibody molecules [27].
The Fab binding sites of the antibodies were thus oriented away
from the protein A-modified solid support. As a result, protein A-
mediated antibodies immobilization could lead to a highly efficient
immunoreaction. Then, BSA blocking solution was applied to block
uncoated surface sites and reduce non-specific adsorptions. Target
H5N1 viruses were captured by the immobilized antibody, result-
ing in an impedance change. The change in the impedance caused

by AI samples was correlated to the concentration or different titer
of H5N1 AI virus present in the solution. Red blood cells (RBCs)
were used as biolabels for further specifically amplifying the bind-
ing reaction of the antibody–antigen (virus), because they have

y (IDA) microelectrode, AI virus detection, red blood cell (RBC) amplification.
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Fig. 3. The typical Nyquist diagram of impedance spectra for the bare IDA microelec-
trode, protein A modification (0.75 mg/ml), antibody immobilization (0.1 mg/ml),
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pecific and strong binding receptors for influenza viruses through
he surface sialic acid-binding sites on the viruses [34] and they
ave relatively large diameter (7–12 �m) [35] compared to AI virus
80–120 nm) [36,37]. Although RBCs have common receptors for
ll subtypes of influenza virus, and do not only bind to subtype
5N1, the specificity of the biosensor was achieved by using the
ntibodies against H5 subtype. In the test, target H5 subtype was
aptured by the antibody immobilized on the IDA microelectrode
urface, while other non-target subtypes of viruses were washed
way. The intention of employing RBCs in this study to form a sand-
ich assay was to amplify the immunoreaction signal generated

y antibody–antigen (virus) binding, since our detection target is
anoscale sized AI virus.

Fig. 3 shows the typical Nyquist diagram of impedance spectra
f the bare IDA microelectrode, protein A modification, antibody
mmobilization, BSA blocking, H5N1 (1×105 EID50/ml) binding and
BC amplification with [Fe(CN)6]3−/4− as a redox probe in the

requency range from 1 Hz to 1000 kHz. The semicircle portion
bserved at high frequencies corresponds to the electron transfer
imited process, whereas the linear part represents the diffusion
imited process. The increased diameters of the semicircle por-
ions on the spectra were observed, and the corresponding electron
ransfer resistances of bare IDA electrode, protein A, antibodies,
SA, viruses and RBC were 3.4, 28.3, 45.4, 61.7, 71.9, and 82.5 �,
espectively. The result clearly indicated that the interdigitated
rray microelectrode based impedance biosensor with specific anti-
odies was feasible for rapid detection of AI H5N1 virus. Detection
ime is defined as the time from dropping a sample to obtaining an
mpedance reading, and in our experiments the detection time was
h. The result also demonstrated that RBC (red blood cell) could be
sed as a biolabel for specific amplification of the binding reaction
etween antibody and antigen.
The transduction principle of the impedance immunosensor is
ased on measurements of Faradaic impedance in the presence
f [Fe(CN)6]3−/4− as a redox probe [28,29]. The electron transfer
f [Fe(CN)6]3−/4− can be blocked by the formation of biolayers on
he electrode surface, which results in an increase of the electron

ig. 4. Equivalent circuits for the impedance spectroscopy measurement with the IDA mic
odel, and (B) modified model.
BSA blocking (1%), H5N1 (1×10 EID50/ml) binding and RBC amplification (0.05%)
with 10 mM [Fe(CN)6]3−/4− as a redox probe in the frequency range from 1 Hz to
1000 kHz. Data points from left to right correspond to decreasing frequency. Ampli-
tude voltage is 5 mV.

transfer resistance of [Fe(CN)6]3−/4− probe. Since the number of
viruses captured by the immobilized antibodies is related to the
titer of target viruses in the solution, the detection of AI virus can be
performed by measuring the change of the electron transfer resis-
tance of [Fe(CN)6]3−/4− probe on the IDA microelectrode before and
after the AI virus binding using electrochemical impedance spec-
troscopy.
3.3. Equivalent circuit of the impedance immunosensor system

Electrochemical impedance measurements were obtained fol-
lowing simulation with a general equivalent circuit in the presence

roelectrode and Nyquist plots of the simulated and measured data. (A) Unmodified
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ig. 5. Top view of AFM images of IDA gold electrode surface. (A) The image before
article.

f a redox probe (Randles model shown in Fig. 4A), a model that has
een well-documented [28,30–32]. The circuit includes the ohmic
esistance of electrolyte solution, Rs, the Warburg impedance, ZW,
hich resulted from the diffusion of ions to the electrode interface

rom the bulk of the electrolyte, the double layer capacitance, Cdl,
nd the electron transfer resistance, Rct. However, slight differences
etween the simulated data and measured data at low frequencies
ere observed suggesting that there was an unsatisfied fitting of the

quivalent circuit (Fig. 4A). Since the impedance at low frequencies
s mostly affected by the double layer capacitor, some modification
f the capacitor part in the equivalent circuit was needed.

Fig. 4B shows the modified equivalent circuit. One capacitor (C2)
nd one resistance (R2) are connected in series, and then another
apacitor (C1) is added in parallel. With this modified equivalent
ircuit, a better fit was achieved with the average error of 0.3% and
he maximum error of 4%, comparing with the average error of 0.8%
nd the maximum error of 9.1% when using the unmodified circuit
or the same spectrum. Possibly, for the IDA microelectrode in this
tudy, there were two poles; One of the poles was connected to
he test-sense probe and the other was connected to the counter-
eference probe. There were also double layer capacitors on both
ides of one electrode, that could be modeled by two paralleled con-
ected capacitors in the equivalent circuit. R2 connected to one of
he capacitors in series here probably represented another process
hat might be related to polarization processes or to the electrode
oughness.

.4. Atomic force microscopy (AFM) imaging
Atomic force microscopy (AFM) was used to further confirm the
inding of the target AI H5N1 virus onto the antibody immobilized
icroelectrode surface. The AFM experiments were performed

sing a Nanoscope III AFM (Digital Instruments, Santa Barbara,
binding; (B) the image after virus binding; (C) the image of zooming in one virus

CA). The Digital Instruments Nanoscope Software (V5.30r3.sr3) was
used to analyze the AFM images. Fig. 5 shows the top view of AFM
images for IDA gold microelectrode surface before (A) and after (B
and C) binding of AI H5N1 virus. It can be seen from Fig. 5B that
there were several virus particles captured on the IDA microelec-
trode surface. A single virus was clearly observed (Fig. 5C) with the
height of 60 nm, which was lower than the diameter of typical AI
viruses (80–120 nm). This was possibly due to the loss of an amount
of liquid content inside the virus during killing virus process and/or
sample preparation process (e.g. drying).

3.5. Detection of AI H5N1 (inactivated) by an IDA microelectrode
based impedance immunosensor

Effective loading of active antibodies is important for the sen-
sitivity of biosensors. The antibodies at different concentrations
(0.025, 0.05, 0.1 and 0.5 mg/ml) were investigated to optimize
the performance of the biosensor. The corresponding changes of
impedance were observed to be 26.6±3.9, 109.8±10.3, 144.2±9.8
and 154.6±6.9 �, respectively, showing the increase of impedance
along with the increase of antibody’s concentration. The relative
steady state was obtained when the concentration of antibodies
was ≥0.1 mg/ml.

Considering the biosafety issue, only inactivated AI H5N1 virus
with titers in the range of 1×100–1×107 EID50/ml (EID50: 50% Egg
Infective Dose) in buffer solution was tested using the IDA micro-
electrode based impedance immunosensor. The electron transfer
resistance was considered as the signal characterizing the viral

detection, and the value of electron transfer resistance was cal-
culated by using the SIM program in IM-6/THALES software and
applying the modified equivalent circuit. The results were shown
in Fig. 6. Triplicate tests were done for each measured titer, and the
Standard Deviations (SDs) shown as error bars in the figure. A linear
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ig. 6. Linear relationship between the logarithmic value of AI virus titers and the
hange in electron transfer resistance.

elationship was found in the H5N1 virus titer range between 103

nd 107 EID50/ml, and a corresponding equation was described as:
ct = 3.23 log N−4.60 (R2 = 0.97) where Rct (electron transfer resis-
ance) was expressed in � and N (virus titer) in EID50/ml. The result
howed that the impedance immunosensor could detect the target
5N1 virus at a titer higher than 103 EID50/ml. The sensitivity and

eproducibility of the IDA microelectrode based biosensor could be
urther improved by system optimization, for example, screening
f different medium and their concentration, blocking solution and
olume, the concentration of antibody, and more.

.6. Specificity study

The IDA microelectrode based impedance immunosensor was
nvestigated for its specificity in the detection of AI H5N1 virus
y testing non-target RNA viruses such as Newcastle disease virus
NCD) and Infectious Bronchitis disease virus (IB). The signal
esulting from these non-specific viruses was negligible, and the
orresponding electron transfer resistances of bare IDA electrode,
rotein A, antibodies, BSA, and NCD/IB viruses were 3.2, 27.9, 44.8,
8.3, and 58.1 �, respectively.

The specificity of the immunosensor is mainly dependent
pon the antibodies that are immobilized on the electrode sur-

ace. Therefore, the combination of monoclonal antibodies against
nique epitopes on the H5N1 virus Hemagglutinin (HA) and Neu-
aminidase (NA) antigens is a logical approach for highly specific
etection of AI H5N1, minimizing interferences from other AI virus
ubtypes.

. Conclusions

The objective of this study was to develop an IDA microelectrode
ased impedance immunosensor for a new application of sensi-
ive, specific and rapid detection of AI virus H5N1. It was based on
he combination of IDA microelectrode with specific capture anti-
odies, red blood cell biolabel and impedance measurement. The
esults demonstrated that the IDA microelectrode based impedance

mmunosensor was able to detect target AI H5N1 virus (inactivated)

ithin 2 h at a titer higher than 103 EID50/ml, and a linear range
as found up to 107 EID50/ml. The binding of target AI H5N1 virus
nto the antibody-modified IDA microelectrode surface was fur-
her confirmed by atomic force microscopy. Chicken RBC’s further

[

9 (2009) 159–164

amplified the binding reaction of the antibody–antigen (virus) due
to its relatively large diameter as well as its specific and strong
binding receptor for AI H5N1 virus. Future research on the IDA
microelectrode based impedance immunosensor should focus on
system parametric optimization and AI virus in poultry swab sam-
ples.
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a b s t r a c t

A novel method for determination of indole-3-acetic acid (IAA) and indole-3-butyric acid (IBA) in
an extract from mung bean sprouts using high performance liquid chromatography (HPLC) with
chemiluminescence (CL) detection is described. The method is based on the CL reaction of auxin
(indole-3-acetic acid and indole-3-butyric acid) with acidic potassium permanganate (KMnO4) and
tris(2,2′-bipyridyl)ruthenium(II), which was immobilized on the cationic ion-exchange resin. The chro-
matographic separation was performed on a Nucleosil RP-C18 column (i.d.: 250 mm×4.6 mm, particle
size: 5 �m, pore size: 100) with an isocratic mobile phase consisting of methanol–water–acetic acid

−1

hemiluminescence
uxin (including IAA and IBA)

mmobilized Ru(bpy)3
2+

(45:55:1, v/v/v). At a flow rate of 1.0 mL min , the total run time was 20 min. Under the optimal conditions,
the linear ranges were 5.0×10−8 to 5.0×10−6 g mL−1 and 5.0×10−7 to 1.0×10−5 g mL−1 for IAA and IBA,
respectively. The detection limits were 2.0×10−8 g mL−1 and 2.0×10−7 g mL−1 for IAA and IBA, respec-
tively. The relative standard deviation (RSD) of intra-day were 3.1% and 2.3% (n = 11) for 2×10−6 g mL−1

IAA and 2×10−6 g mL−1 IBA; The relative standard deviations of inter-day precision were 6.9% and 4.9%
for 2×10−6 g mL−1 IAA and 2×10−6 g mL−1 IBA. The proposed method had been successfully applied to

in in m
the determination of aux

. Introduction

Phytohormones are regulators produced by plants themselves,
hich control the physiological processes. As a minor component

f the metabolome, phytohormones are of particular significance
iven their role in the regulation of germination, growth, reproduc-
ion and the protective responses of plants against stress [1].

Auxins are a class of phytohormones which are involved in many
spects of growth and development of plants. In recent years it has
ecome more clear that besides the ‘classical’ auxin indole-3-acetic
cid (IAA) (Fig. 1A) and other auxin-like substances exist in plants
uch as indole-3-butyric acid (IBA) (Fig. 1B). The indole-3-acetic
cid was the first plant hormone that was used to stimulate root-
ng of cuttings. IAA is known to regulate processes such as division,
longation and differentiation of cells, too. It was discovered that
second auxin indole-3-butyric acid also promoted rooting and

as even more effective than IAA [2,3]. IBA is now used commer-

ially worldwide to root many plant species [4]. The greater ability
f IBA to promote adventitious root formation compared with IAA
as been attributed to the higher stability of IBA versus IAA both

∗ Corresponding author.
E-mail address: zzj18@hotmail.com (Z. Zhang).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.031
ung bean sprouts.
© 2009 Elsevier B.V. All rights reserved.

in solution and in plant tissue [5]. It has been found that IBA also
occurs naturally in a number of plant species from maize (zea mays)
and pea (pisum sativum) toarabidopsis [5–7]. Furthermore, some
microorganisms such as azospirillum brasilense UAP 154 found in
the soil are able to produce IBA [8].

Auxins are present in natural plant at the ng g−1 level and
the difficulties associated with the analysis of extracts are severe
because it is essential to distinguish the compound of interest. So
it is very important to develop a simple and reliable separation
and enrichment procedures, and a rapid and sensitive detection
means for the accurate determination of the auxin (including
IAA and IBA). Several ordinary methods for the determination of
IAA or IBA have been described such as high performance liq-
uid chromatography (HPLC) with different detectors [9–12], liquid
chromatography–electrospray tandem mass spectrometry [13,14],
capillary electrophoresis [15,16], gas chromatography–mass spec-
trometry [17,8], etc. Although these methods have been successfully
applied to analysis of auxin in a variety of plants, they suffer from
tedious procedure, time consumption or high cost. Therefore, the

development of a simple, rapid, inexpensive and sensitive analyti-
cal method for determination auxin in complex matrices was still
significative.

In recent years, chemiluminescence (CL) as a detection tech-
nique of high performance liquid chromatography is very attractive
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2.4. Cationic ion-exchange column preparation
Fig. 1. Chemical structure of auxin.

ue to higher sensitivity, wide linear dynamic ranges and sim-
ler instrumentation [18,19]. The advance of CL detection has
reatly catalyzed the growth and popularity of HPLC–CL appli-
ation, and made trace analysis possible owing to its capability
f measuring picogram or femtogram quantities of compounds
n the column eluate. Al-Arfaj and Townshend had devised
ow injection chemiluminescence methods for determination of
etoclopramide hydrochloride and cephalosporins using tris(2,2′-

ipyridyl)ruthenium(II)–potassium permanganate system [20,21].
owever, there is no sample separation and all of FIA-CL reagents
re preformed in solution, these methods face two problems: sam-
le disturbance and spend some expensive luminescence reagents.
or the first problem, high performance liquid chromatography
as been used. In order to overcome the other one, the immobi-

ized Ru(bpy)3
2+ have received much attention and appeared in the

iterature in recent years including Langmuir–Blodgett [22,23], self-
ssembled techniques [24,25], Nafion films [26,27], ion-exchange
esin [28] and sol–gel [29,30] techniques. However, to the best
f our knowledge, no report for the simultaneous separation and
etermination of indole-3-acetic acid and indole-3-butyric acid
sing high performance liquid chromatography with immobilized
eagent chemiluminescence detection has been found.

In this paper, a new kind of HPLC–CL method by immo-
ilizing Ru(bpy)3

2+ on resin for the simultaneous separation
nd determination indole-3-acetic acid and indole-3-butyric acid
as developed. A strong chemiluminescence was observed dur-

ng the reaction of auxin with tris (2,2′-bipyridyl)ruthenium(II)
Ru(bpy)3

2+) in resin and potassium permanganate (KMnO4) under
cidic conditions. The new CL detection need not deliver Ru(bpy)3

2+

o CL reaction zone, would cut the consumption of expensive
eagent, and would not require addition tubing, mixing cham-
er and pump. Compared with the use of continuously delivered
u(bpy)3

2+ reagents to CL reaction zone, present method with
mmobilized reagent are advantageous not only expensive reagent
aving and resource considerations but also for operational con-
enience and instrumental simplification. Because the relative CL
ntensity decreased only from 100% to 97% during 6 months, the
u(bpy)3

2+ immobilized on cationic ion-exchange resin is stable,
hich can be used at least for 6 months when it reacts with the
ilute KMnO4 solution. The proposed method has been applied to
etermine auxin in mung bean sprouts with satisfactory results.

. Experimental
.1. Materials and reagents

Methanol was of HPLC grade (Tianjin Kermel Chemical Reagent
o., Ltd., China). All other chemicals were analytical-reagent grade
(2009) 216–221 217

and solutions were prepared with distilled and deionised water.
IAA and IBA were purchased from the Alfa-aesar Company (Ward

Hill, MA, USA). Stock standard solutions of IAA and IBA were pre-
pared in methanol at 1 mg mL−1. The stock solutions were diluted
with the mobile phase before use.

Potassium permanganate and sulfuric acid were obtained from
Xi’an Chemical Reagent Factory (Xi’an, China). A stock standard
solution of KMnO4 0.01 mol L−1 was prepared daily by dissolving
158.0 mg of KMnO4 in 100 mL of water; a sulfuric acid stock solution
(5.0 mol L−1) was also prepared. Tris(2,2′-bipyridyl)ruthenium(II)
(Ru(bpy)3

2+) was purchased from the Alfa-aesar Company (Ward
Hill, MA, USA). 732-type cationic ion-exchange resin was a product
of Xi’an resin Company (Xi’an, China).

The HPLC mobile phases consisted of methanol–water–acetic
acid (45:55:1, v/v/v). They were prepared fresh daily, filtered
through a 0.22 �m membrane filter (Xinya, Shanghai, China), and
then degassed prior to use.

2.2. Apparatus

The experimental setup for the HPLC–CL is shown in Fig. 2.
High performance liquid chromatography was a LC-6A (Shimadzu,
Tokyo, Japan) liquid chromatography equipped with a Rheodyne
7725i syringe-loading sample injector valve (20 �L-loop Cotati, CA,
USA) and a Nucleosil C18 column (i.d.: 250 mm×4.6 mm, parti-
cle size: 5 �m, pore size: 100 Å, Macherey-Nagel, Germany). Batch
model IFFM-D luminescence analyzer (Ruimai Company, Xi’an,
China) was employed to study the characteristics of the CL reaction.
The CL detection was conducted on a flow injection chemilumines-
cence system comprising of a peristaltic pump (Ruimai Company,
Xi’an, China), PTFE tubing (0.8 mm i.d.) which was used as connec-
tion material in the flow system and cationic ion-exchange column.
The change of CL signal in the cationic ion-exchange column was
detected and recorded with a computerized IFFM-D luminescence
analyzer. Data acquisition and treatment were performed with IFFM
software running under Windows XP.

2.3. Sample preparation procedures

Sample treatment was performed as follows. Auxins were
extracted as described by Lu and co-workers [31] with some mod-
ifications. Briefly, Seeds of mung bean were soaked in tap water
for 6 h and germinated in trays in a growth chamber. Then refresh
the water periodically everyday. After 5 days, accurately weighed
shoot apices were collected and ground to powder, hydrogenized
in 5 mL 80% (v/v) aqueous methanol using a high-speed blender,
and then maintained overnight at 4 ◦C in darkness. The extract was
centrifuged at 4 ◦C (5000 rpm for 10 min). The supernatant was col-
lected, and the residue was further extracted with cold 80% (v/v)
aqueous methanol. A 1 mL extract was dried by blowing with N2 gas,
and then dissolved in 200 �L Na2HPO4 (pH 9.2) buffer. The solution
was extracted three times with equal volume of ethyl acetate. It was
further extracted with ethyl acetate, after adjusting solution buffer
acidity to pH 2.5. All aliquots of ethyl acetate phase were collected,
dried with N2 gas, and finally dissolved in 1 mL mobile phase before
use.
732-type resin was regenerated with 2 mol L−1 HCl. Then
washed with NaCl and H2O. A 2.0 mL of resin was added into a 5 mL
of 1.0 mmol L−1 Ru(bpy)3

2+ solution. After 6 h, a 0.3 mL of resin was
filled into the glass tube (20 mm×3.0 mm i.d.), and some glass wool
was inserted at both ends to prevent loss of resin.
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The flow rates of luminescence solutions are very important to
CL reactions and should be regulated. Under the optimum condi-
tions described above, the effects of flow rate on the relative CL
intensities of auxin were studied over the range 0.8–2.5 mL min−1

and the results are in Fig. 5. The CL intensities for auxin increased
ig. 2. (A) Schematic diagram of HPLC–CL detector of auxin: (a) Mobile phase; (b) KM
on-exchange column; (5) peristaltic pump; (S) sample solution; (W) waste; PMT, p

.5. Procedure

Flow lines were inserted into the acidic potassium perman-
anate solution and mobile phase, respectively. The mobile phase
as pumped through the column at a flow rate of 1.0 mL min−1.

he 20 �L standard solution or sample was injected into the mobile
hase. This stream mixed with acidic potassium permanganate at
mixing-tee and then flowed into cationic ion-exchange column,
hich was placed close to the window of photomultiplier tube

Fig. 2), producing CL emission. The concentration of sample was
uantified by the relative CL intensity I, �I = IS− I0, where IS is the
L intensity of auxin, and I0 is the CL intensity of the blank.

. Results and discussion

.1. Optimization of the CL system

To obtain the maximal relative CL intensity, the effects of the
oncentration of sulfuric acid and potassium permanganate were
nvestigated. The effects of flow rate on the relative CL intensities
f auxin were also studied.

The effect of the type and concentration of the acidic medium,
or example HCl, HNO3, PPA (polyphosphoric acid), H3PO4 and

2SO4 on CL intensity was investigated. The results showed that
ulfuric acid was a more suitable medium for all analytes since it
ave the strongest light intensity and the highest signal-to-noise
atio (S/N). The effect of sulfuric acid concentration in the range of

−1
.06–1.2 mol L was further studied and the results are shown in
ig. 3. Sulfuric acid solution 0.6 mol L−1 was chosen as the optimum
ulfuric concentration in KMnO4 solution.

The concentration of KMnO4 had a very important effect on the
elative CL intensity for the determination of auxin. The effect of

ig. 3. Effect of sulfuric acid concentration on CL signal, KMnO4: 1.0×10−4 mol L−1;
ow rate: 2.0 mL min−1.
H2SO4 solution; (1) Reciprocating pump; (2) injector; (3) HPLC column; (4) cationic
ultiplier tube. (B) The structure of the cationic ion-exchange column.

KMnO4 concentration on the relative CL intensities was investi-
gated from 8.0×10−6 mol L−1 to 8.0×10−4 mol L−1 and the results
are in Fig. 4. When the concentration of KMnO4 was lower or higher
than 6.0×10−5 mol L−1, the relative CL intensity for all the tested
auxin decreased. Therefore, the optimum concentration of KMnO4
was 6.0×10−5 mol L−1.
Fig. 4. Effect of KMnO4 concentration on CL signal, H2SO4: 0.6 mol L−1; flow rate:
2.0 mL min−1.

Fig. 5. Flow rate on the relative CL intensity for the HPLC–CL detection.
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ig. 6. Typical chromatograms obtained with (A) a standard mixture solution of au
2) IBA (16.5 min).

ith increasing flow rate up to 2.0 mL min−1. Above that value, the
L intensities decreased. Therefore, a flow rate of 2.0 mL min−1 was
aintained throughout the current investigation.

.2. Optimization of HPLC system

As for HPLC–CL detection, the composition of the mobile phase
nd its flow rate were optimized as a compromise between the res-
lution and the CL intensity. Methanol and acetonitrile are often
sed as mobile phases, so acetonitrile and methanol have been
xamined as the organic part of the mobile phase in our experi-
ent. We tested the CL behavior of some mobile phases and found

hat although isocratic elution with acetonitrile–acetic acid–water
r methanol–acetic acid–water enabled almost complete separa-
ion of auxin, use of a mobile phase containing acetonitrile greatly
uenched the CL signal and produced serious background noise
hereas methanol resulted in lower background emission and the

aseline was fairly smooth. Methanol was therefore chosen as the
rganic part mobile phase for further study. The concentration of
ethanol in the mobile phase was initially optimized by vary-

ng the methanol–water composition in the range of 30–70% (v/v)
ethanol at a constant flow rate of 1.0 mL min−1; 45% methanol

roved to enable the best separation. In order to improve the
eak shape and separate completely these compounds, water was
hen replaced with aqueous acetic acid. The effect of mobile phase
ow rate was also tested. By use of the optimized conditions
ethanol–water–acetic acid (45:55:1, v/v/v) as mobile phase at a

ow rate of 1.0 mL min−1 the maximum CL intensities of the auxin
nd good resolution could be achieved.

Under these optimum conditions, HPLC was used to separate
uxin in mung bean sprouts. Fig. 6A shows an HPLC–CL chro-
atogram obtained from a standard mixture solution of auxin;

ig. 6B shows the chromatogram obtained from a blank auxin sam-
le and Fig. 6C shows the chromatogram obtained from auxin in
ung bean sprouts. From Fig. 6, it can be seen that auxin can be well

eparated without the interference of other compounds in mung

ean sprouts. The retention times of IAA and IBA were 7.5 min and
6.5 min, respectively. Peak identification was carried out by the
tandard addition method and the retention time of auxin. These
hromatograms revealed that the application of HPLC–CL to the
etermination of auxin in mung bean sprouts was possible.

able 1
alibration curves, detection limits and precisions of auxin.

ompounds Linear range (�g mL−1) LOD (�g mL−1) LOQ (�g mL−1) Calibrati

AA 0.05–5 0.02 0.05 I = 223c +
BA 0.5–10 0.2 0.5 I = 62.9c
B) a blank auxin sample; (C) auxin in mung bean sprouts. Peaks: (1) IAA (7.5 min);

3.3. Method validation

In the present work, the HPLC–CL method for the determination
of auxin was validated by determining their performance char-
acteristics regarding linearity, limit of detection (LOD), limits of
quantification (LOQ) and precision. To test the CL response linearity,
a series of auxin standard solutions at concentrations ranging from
1.0×10−8 g mL−1 to 1.0×10−5 g mL−1 for IAA, 1.0 ×10−7 g mL−1

to 1.0×10−4 g mL−1 for IBA were determined. Linear regression
analysis of the results are summarized in Table 1. From these cali-
bration curves, the limits of detection at a signal-to-noise of three
were 0.02 �g mL−1 for IAA, 0.2 �g mL−1 for IBA and the limits of
quantification at a signal-to-noise of 10 were 0.05 �g mL−1for IAA,
0.5 �g mL−1for IBA, respectively. From the above result, it indicates
that the proposed method has lower detection limit than those of
the methods HPLC–MS and HPLC with fluorescence detection [9,10].
Moreover, compare with HPLC–MS, the analytical instruments of
the method are cheaper and more simple; the method do not need
to derive in comparison to HPLC with fluorescence detection.

The intra-day precision was tested with 11 repeated injections of
two sample solutions containing auxin at the concentration level of
1 �g mL−1. The relative standard deviations (RSDs) were always less
than 3.1%. The inter-day precision of the proposed method was stud-
ied by analyzing the identical sample (auxin at 1 �g mL−1), injected
six times every day, on five consecutive days. The relative standard
deviations were 6.9% for IAA and 4.9% for IBA, respectively.

In order to check the influence of matrix element, Fig. 6B was
established using the extracted samples obtained from the matu-
ration of mung bean sprouts. By comparing Fig. 6B with Fig. 6C, no
significant interference existed in the extract of mung bean sprouts
after sample treatment and peaks of IAA and IBA were well resolved.
Therefore, the present method does offer an alternative, sensitive,
and simple approach to the simultaneous detection of IAA and IBA
by HPLC.

3.4. Application of the method
Following the procedure for determination of auxin detailed in
Section 2, the proposed method was applied to determinate auxin in
mung bean sprouts. The typical chromatograms with CL detection
obtained with a standard mixture of auxin and auxin in mung bean

on equation (�g mL−1) Correlation coefficient Precision (RSD)

Intra-day (%) Inter-day (%)

48.4 0.9976 3.1 6.9
+ 26.0 0.9963 2.3 4.9
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Table 2
Determination of IAA and IBA in mung bean sprout.

Samples Auxin Detected (�g g−1) Added (�g g−1) Found (�g g−1) Recovery (%) RSD (%)

1 IAA 0.91 0.20 1.12 105.0 4.8
IBA 0.59 0.20 0.78 95.0 3.2

2 IAA 0.83 0.40 1.24 102.5 4.3
IBA 0.61 0.40

3 IAA 0.76 0.80
IBA 0.57 0.80
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ig. 7. The CL spectra curve (A) KMnO4–Ru(bpy)3
2+–IAA; (B)

MnO4–Ru(bpy)3
2+–IBA.

prouts are shown in Fig. 5. From Fig. 5 it can be seen that IAA and
BA were simultaneously detected in mung bean sprouts. The auxin
ontent of mung bean sprout were calculated by the calibration
ormula. The results of auxin contents in mung bean sprout were
hown in Table 2.

In order to evaluate the validity of the proposed method for the
etermination of auxin in mung bean sprouts, a recovery exper-

ment was carried out by adding the known amounts of auxin
nto the extracted samples, and analyzed by using the described

ethod. The mean recovery percentages and the RSDs of the sam-
les were showed in Table 2. The RSDs of the quantitative results
ere below 4.8% with triplicate measurements. It could be con-

luded from above experiments, the proposed HPLC–CL approach
ould be used for the sensitive quantification for auxin in mung
ean sprouts.

.5. Possible CL reaction mechanism

It has been reported that the CL method containing Ru(bpy)3
2+

s a particularly sensitive detection system for compounds which
ontain a secondary or tertiary amine functionality [32]. The stud-
ed auxin contained the secondary amine groups, thus we assumed
hat the proposed reaction mechanism is presumably similar to
hat reported previously for amine determination utilizing its elec-
rogenerated CL reaction with Ru(bpy)3

2+ [32,33]. The proposed
echanism involves the oxidation of Ru(bpy)3

2+ and the secondary
mine present on auxin by potassium permanganate. The oxidation
roduct of amine undergoes deprotonation to form a radical. This

3+
educes the Ru(bpy)3 to the excited state that subsequently emits
ight. The CL spectrum generated from the reaction was examined
y using a series of interference filters to obtain an idea about the
eaction product and is shown in Fig. 7. From Fig. 7, it can been seen
hat the peak of chemiluminescence spectrum is at 630 nm, which

[
[

1.01 100.0 2.0

1.52 95.0 3.9
1.35 97.5 3.3

is very similar to that of Ru(bipy)3
2+ chemiluminescence, so it can

be concluded that the above assumption. And the possible reaction
mechanism is suggested as following:

Ru(bpy)3
2+ +MnO4

− +8H+→ Ru(bpy)3
3+ +Mn2+ +4H2O (1)

Auxin + MnO4
− +8H+→ auxin∗+ +Mn2+ +4H2O (2)

Auxin∗+→ auxin ∗ +H+ (3)

Ru(bpy)3
3+ + auxin ∗ +H2O → [Ru(bpy)3

2+]∗
+ auxinfragment + H+ (4)

[Ru(bipy)3
2+]∗ → Ru(bipy)3

2+ +h�(630 nm) (5)

4. Conclusion

This is a first report for the simultaneous and sensitive detection
of IAA and IBA in mung bean sprouts using reversed-phase high
performance liquid chromatography with immobilized reagent
chemiluminescence detection. In this method for determination
IAA and IBA, luminescence reagent Ru(bpy)3

2+ was immobilized on
cationic ion-exchange resin, which made this method very simple,
reagent saving and sensitive. Moreover, the CL reaction is also highly
compatible with the mobile phase used for HPLC. The method can
be used to determine auxin in mung bean sprouts and there is no
interference from other compounds in this sample.
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a b s t r a c t

We have developed a novel sensitive chemiluminescence (CL) aptasensor for the target assay as exempli-
fied by using adenosine as a model target. In this work, we have demonstrated the signaling mechanism
to make detection based on magnetic separation and 3,4,5-trimethoxyl-phenylglyoxal (TMPG), a spe-
cial CL reagent as the signaling molecule, which reacts instantaneously with guanine nucleobases (G) of
adenosine-binding aptamer strands. Briefly, amino-functioned capture DNA sequences are immobilized
on the surface of carboxyl-modified magnetic beads, and then hybridized with label-free G-rich (includ-
ing 15 guanine nucleobases) adenosine-binding aptamer strands to form our CL aptasensor. Upon the
introduction of adenosine, the aptamer on the surface of magnetic beads is triggered to make structure
hemiluminescence
abel-free
agnetic beads

switching to the formation of the adenosine/aptamer complex. Consequently, G-rich aptamer strands are
forced to dissociate from magnetic beads sensing interface, resulting in a decrease of CL signal. The decre-
ment of peak signal is proportional to the amount of adenosine. The effects of the amounts of capture
DNA, aptamer, magnetic beads are investigated and optimized. It was found that the CL intensity had a
linear dependency on the concentration of adenosine in the range of 4×10−7 to 1×10−5 M. With a low

−8 M an
analy
detection limit of 8×10
for future target/aptamer

. Introduction

DNA aptamers are synthetic single-strand nucleic acids with
igh specificity and affinity to some given targets ranging from
mall molecules to large proteins and even cells [1]. Three-
imensional structures have been determined for a number of
ptamers in complex with their cognate ligands. Structures of
ptamer complexes reveal the key molecular interactions con-
erring specificity to the aptamer–ligand association, including
he precise stacking of flat moieties, specific hydrogen bonding,
nd molecular shape complementarity [1]. Aptamers have been
emonstrated to have advantages over antibodies with regard to
hemical stability, readily availability, simple modifiability, and
igh flexibility in biosensor design for analyte detection [2–8]. In
he last decade, aptamers have been widely reported as highly
romising recognition probes for disease diagnosis, new drug
election, protein analysis, biosensor and molecular switch devel-

pment, etc. Oncoprotein platelet-derived growth factor, cocaine
nd IgE, for example, can be sensitively determined by fluores-
ence anisotropy, electrogenerated chemiluminescence (CL) and
ffinity probe capillary electrophoresis, respectively [9–11]. In addi-

∗ Corresponding author. Tel.: +86 21 51980058; fax: +86 21 51980058.
E-mail address: jzlu@shmu.edu.cn (J. Lu).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.063
d simplicity in CL detection, this novel technique will offer a great promise
sis.

© 2009 Elsevier B.V. All rights reserved.

tion, aptamer-based thrombin assay was also performed by using
electrogenerated CL based on Ru(bpy)3

2+-doped silica nanoparticle
aptasensor via target protein-induced strand displacement [12].

The above mentioned advances in developing aptasensors are
impressive. However, some disadvantages should be concerned.
Most of these existing methods need to label the aptamers or cap-
ture probes or the targets. Such a labeling process would not only
make experiments relatively more complex and expensive, but also
affect the binding affinity between the targets and their aptamers
to a greater or lesser degree [13,14]. Many researchers have been
trying to construct a protocol without the need of complex label-
ing process. Consequently, some label-free detection methods of
small molecules have been successfully developed [15], such as
the detection of adenosine based on electrochemical impedance
spectroscopy [16].

CL has been exploited for a wide range of applications in var-
ious fields owing to its extremely high sensitivity along with its
other advantages, such as simple instrumentation, wide calibration
ranges and suitability for miniaturization in analytical chemistry
[17–19]. As far as we know, there is no demonstration of an analyt-
ical paradigm that applies aptamers for the label-free CL analysis

of small molecules. And it is of particular interest to us, because
the interactions between oligonucleotides and small molecule have
been well studied [8,20]. Upon that, we design a label-free CL
aptasensor for the sensitive detection of small molecule using
adenosine as a model analyte. It is well-known that adenosine
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Scheme 1. Schematic presentati

s an endogenous nucleoside with potent vasodilator and anti-
rrhythmic activities. Due to its crucial signaling functions in both
he peripheral nervous system and the central nervous system,
denosine has always received much attention [21–24] and the
etection of adenosine therefore is of great value. In addition,
agnetic beads as special biomolecule immobilizing carrier offer
promising alternative to conventional methodology. Magnetic

eads have been used in immunoassays, enzyme, DNA, and pro-
ein immobilization, DNA purification, and magnetically controlled
ransport of anticancer drugs [25]. So we also employ magnetic
ead as our special DNA immobilizing carrier for the development
f our CL aptasensor by simple magnetic separation process.

Herein, a CL biosensing platform for the sensitive detection of
denosine was developed based on a structure-switching aptamer
ithout any label. The CL signal was obtained via an instantaneous
erivatization reaction between 3,4,5-trimethoxyl-phenylglyoxal
TMPG) as the signal molecule, which reacts specially and instan-
aneously with guanine (G) nucleobases by our group as demon-
trated previously [26,27], and the G nucleobases in the adenosine
ptamers. Using this system, the adenosine could be specifically
etected, and a relatively low detection limit as well as a wide lin-
ar dynamic range could be achieved. The optimal conditions for
he detection of adenosine were investigated and optimized.

. Experimental

.1. Materials

All chemicals were of analytical grade and were used as received.
ll of the solutions were prepared with ultrapure water from a
illipore system. Carboxyl-terminated magnetic beads (1.5 �m,

0 mg/mL) were purchased from Polysciences (Warrington, PA).
ligonucleotides were acquired from Invitrogen Biotechnology
o. Ltd. (Shanghai, China) and had the following sequences:
mino-modified capture probe: 5′-CCCAIITTCTCTAAAAAAAAAA-
H2-3′, the sequence of aptamer: 5′-AGA GAA CCT GGG GGA GTA
TG CGG AGG AAG GT-3′. TMPG was synthesized as described
reviously [28]. 1-Ethyl-3-(3-dimethylaminopropyl) carbodiimide

EDC), imidazole and tris(hydroxymethyl) aminomethane (Tris)
ere purchased from Sigma–Aldrich. Adenosine, guanosine,
ridine, and cytidine were purchased from Aizite Biological Tech-
ology Corporation (Shanghai, China). Bovine serum albumin (BSA)
as bought from Sino-American Biotechnology Co. and other
wo routes of analytical protocol.

reagents were bought from Sinopharm Chemical Reagent Co. Ltd.
(Shanghai, China). Human plasma was supplied by Zhongshan Hos-
pital, Fudan University.

Buffer A (20 mM Tris–HCl, pH 8.0 and 0.5 M NaCl), wash buffer
(7 mM Tris–HCl, pH 8.0, 0.17 M NaCl and 0.05% Tween 20), buffer
X (20 mM Tris–HCl, pH 8.3, 300 mM NaCl, 5 mM MgCl2 and 0.05%
Tween 20).

2.2. Formation of self-assembled capture probes on magnetic
beads

In a typical experiment, 2 �L of the carboxyl-terminated mag-
netic beads were washed three times with 0.1 M imidazole buffer
(pH 6.0) and resuspended in 0.1 M imidazole buffer containing
0.1 M EDC for 30 min with gentle shaking. The activated magnetic
beads were mixed with 60 pmol of capture probe and incubated for
1 h at 37 ◦C with gentle shaking. The bead-captured probes were
magnetically separated and the supernatants were aspirated and
discarded. So the self-assembled capture probes on magnetic beads
were formed. Then 10% BSA was added as a blocking agent for 1 h
at 37 ◦C with gentle shaking in order to minimize the nonspecific
adsorption.

2.3. The assay procedures of detecting adenosine

As shown in Scheme 1, two different experimental routes for
assay were employed. Route A (green line in Scheme 1) 10 pmol
of the aptamers first reacted with different amount of adenosine in
buffer X at 37 ◦C for 1 h with gentle shaking, leading to the formation
of an adenosine–aptamer complex. Then the above-synthesized
self-assembled capture probes on magnetic beads were added
to the adenosine–aptamers reaction pool to hybridize with the
aptamer at 37 ◦C for 1 h with gentle shaking. Magnetic beads were
then washed and separated for direct CL analysis. Route B (brown
line in Scheme 1) 10 pmol of the aptamers first hybridized with the
self-assembled capture probes on magnetic beads in buffer A and
then reacted with varied quantities of adenosine in buffer X at 37 ◦C
for 1 h. Finally the magnetic beads were washed and separated for
direct CL detection.
2.4. Chemiluminescence detection

The CL was performed in a homemade glass cell
(14 mm×40 mm) at room temperature with a BPCL analyzer (Bei-
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Fig. 1. CL intensity vs. the amounts of capture DNA, aptamer, magnetic beads in A, B,
X. Yan et al. / Tala

ing, China). 100 �L of TMPG (40 mM in N,N-dimethlformamide)
as mixed with the resultant magnetic beads and then shifted to

he glass cell before the detection. 10 �L of tetrabutylammonium
ydroxide-phosphate buffer (pH 8.5) was then injected and the
L signal was displayed immediately and then integrated 10 s for
very signal.

. Results and discussion

.1. Analytical performance of the adenosine aptasensor

The schematic diagram of the principle of the present CL
ptasensor protocol was depicted in Scheme 1. The CL aptasen-
or carrier, carboxyl-terminated magnetic beads, with large surface
rea could bind a large number of NH2-modified 22-mer capture
NA oligonucleotides via the strong COOH–NH2 bond under the
DC activation. Route A: (green line in Scheme 1) the adenosine
ptamers first reacted with adenosine in buffer X and formed an
denosine–aptamer complex. The capture DNA, immobilized on
agnetic beads, was then added to the reaction pool to hybridize
ith the aptamer in buffer A. Due to the formation of three-
imensional structure, the adenosine-binding aptamers could not
ybridize with the capture DNA consequently. Only free aptamers
ere bound on the surface of magnetic beads through hybridiza-

ion force and separated by magnetic force for direct CL analysis.
rom the experimental results, we could speculate that the stereo-
onformation of the aptamers has a greater binding power and
an effectively resist disintegrating from the competition combi-
ation of the addition of capture DNA. Route B: (brown line in
cheme 1) the aptamers first hybridized with capture DNA immo-
ilized on magnetic beads in buffer A and then reacted with
denosine in buffer X. The aptamer could hybridize with the cap-
ure DNA–magnetic bead conjugates in the absence of adenosine.

hen adenosine as a specific competitor appeared, the aptamer
referred to form an adenosine–aptamer complex rather than
n aptamer–capture DNA duplex. As a result, adenosine–aptamer
omplex was compelled to take apart from the magnetic beads,
esulting in less aptamer remaining on the surface of magnetic
eads and thus a lower CL intensity. As a whole, data further proved
hat the binding affinity of the aptamers toward their target adeno-
ine is stronger than that of the aptamer–complementary DNA.

Note that the 32-mer specific aptamer sequence (5′-AGA GAA
CT GGG GGA GTA TTG CGG AGG AAG GT-3′) comprises the
ybridizing segment and adenosine-binding segment, with seven
ucleotides overlapping between them. Route A illustrates that
inding of adenosine to aptamer results in the formation of three-
imensional DNA/adenosine complex, where the aptamer will not
ind with capture DNA. Route B explains the switching structure
rom DNA/DNA duplex to DNA/adenosine complex. It is obvi-
us that Route B process contains the competition between the
NA/adenosine complex and DNA/DNA duplex whereas this com-
etition would not happen in Route A process due to the first
ppearance of the stronger binding pair DNA/adenosine complex.
o the greater CL sensitivity would be obtained in Route A.

In the study, a solution of aptamer sequence was heated to
5 ◦C for 10 min, and then immersed into 4 ◦C water immediately to
nwind the single-strand oligonucleotide before use. Each aptamer
ould enclose two adenosine molecules [29]. In addition, a special
L reagent TMPG was added to react with guanine nucleobases and
hen emit transient CL light, due to the formation of an unstable

L intermediate. Quantitative analysis of adenosine could be sim-
ly achieved by determining CL signal of the hybridized aptamers
emaining on magnetic beads. With increasing the amount of
denosine, the increased amount of adenosine–aptamer complexes
as formed and thus the aptamers remaining on the magnetic
and C, respectively. Experimental conditions: (A) 10 pmol of aptamer, 60 �g of mag-
netic beads and 0.1 mM adenosine; (B) 60 pmol of capture DNA, 60 �g of magnetic
beads and 0.1 mM adenosine; (C) 60 pmol of capture DNA, 10 pmol of aptamer, and
0.1 mM adenosine. Every data point was the mean of three measurements.

beads were gradually decreased, resulting in a lower CL signal.
Therefore, the amount of adenosine was inversely correlated with
the CL intensity. Moreover, it was noteworthy that two guanines in
our capture DNA were substituted by inosines in order to minimize
the background interference.

3.2. Optimization of experimental conditions
In order to obtain a higher sensitivity of the CL aptasensor,
the optimal experimental conditions for the detection of adeno-
sine were investigated. Firstly, to assess the optimal coverage for
hybridization, a series of experiments with varying amounts of cap-
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ig. 2. Response of the CL sensor to different concentrations of adenosine for the tw
f magnetic beads, 60 pmol of capture DNA and 10 pmol of aptamer, respectively. Ev

ure DNA for magnetic beads were conducted. As shown in Fig. 1A,
ith the amount of capture DNA increased, the CL intensity was

lso observed to increase at the beginning and reach maximum
t a 60-pmol capture DNA. Further increasing capture DNA, how-
ver, decreased the hybridization efficiency and got a lower CL
ntensity [27,30]. We attribute this CL decrease to steric and electro-
tatic hindrances arising from the more tightly packed capture DNA,
uch that the aptamer cannot approach the surface-bound capture
NA, thus decreasing the number of duplexes formed on the car-

ier. Hence, subsequent work employed a capture DNA amount of
0 pmol.

Secondly, the amount of aptamer, a vital parameter for adeno-
ine detection, was then explored. From the CL signal intensities of
ix different amounts of aptamer (1, 5, 10, 20, 30, 60 pmol), the opti-
al amount of aptamer was found to be 10 pmol (Fig. 1B), which
as then used in the subsequent work.

For the same detection protocol, the amount of magnetic beads
as also optimized thereafter. We could see in Fig. 1C that 40 and
0 �g of magnetic beads had the almost same CL intensity. Being
ost-considered, 40 �g of magnetic beads was chosen for further
tudies. Note also that the above works were done following the
xperimental Route A.

We also noticed that the addition of MgCl2 in the binding reac-
ion has great impact on CL intensity. With and without MgCl2, the
esults had the obvious difference (the data not shown). It was pos-
ible that the participation of Mg2+ was critical to the stabilization

f the aptamer complex’s stereo-structure [31]. At the same time,
e made the binding buffer solution including 0.05% BSA, which
ould help to decrease the background noise.

able 1
omparison of sensitivity for adenosine and adenosine phosphate assay methods.

nalytical method Label

SFET Label-free
lectrochemical Detection Label-free
olorimetric detection Label-free
luorescence detection Label-free
lectrochemical Detection Label-free
L Label-free
RET Fluorophores-labeled aptamer
ERS Tetramethylrhodamine-labeled complementary ss-DNA
olorimetric detection Au-nanoparticles-labeled aptamer
S Au-nanoparticles-labeled aptamer

PR Au-nanoparticles-tagged complementary ss-DNA
RET Quantum dot-tagged aptamer
rent experimental routes: Route A (�); Route B (�). Experimental conditions: 40 �g
ata point was the mean of three measurements.

3.3. The calibration curve of adenosine detection

We then tested the linear correlation of our novel detec-
tion method under the optimal experimental conditions. Using
the method here, the detection limit could reach 8×10−8 M
and the detection range could extend up to 10−3 M, with the
most sensitive response range between 10−7 and 10−5 M. As
shown in Fig. 2, with Route A, adenosine could be detected in a
concentration ranged from 1×10−5 to 4×10−7 M in a linear pat-
tern (y = 363775x + 753.55; R2 = 0.9852). With Route B, adenosine
could be detected in a shorter range from 5×10−5 to 4×10−7 M
(y = 74515x + 665.02; R2 = 0.9764). It is concluded that Route A is
preferable to Route B, which could be explained that there are
some competitive reaction between adenosine and capture DNA
in Route B process. The results obtained were competitive with
or better than those from adenosine and adenosine phosphate
detection methods employing other technologies (Table 1). Com-
pared with other methods for adenosine detection, this assay time
is speedy and simple to manipulate. Except for some references
[32,33] where no detailed information about the time for assay
was included, other adenosine detection methods generally need
more than 9 h for assay [16,34–37]. Overall, this assay technique
is an attractive alternative due to features such as low cost, acces-
sible biosensor and simple manipulation, and has the potential to
measure other analytes when corresponding aptamers are used.
Therefore, this simple and homogeneous technique will offer a

new direction in design of high-performance CL biosensors for
the sensitive and selective detection of a wide spectrum of ana-
lytes.

Analyte Detection limit linear dynamic range Reference

AMP 5×10−5 M 10−6 to 10−2 M [8]
Adenosine 10−7 M 10−6 to 10−4 M [16]
AMP 4×10−6 M 4×10−6 to 1.5×10−3 M [38]
Adenosine 10−5 M 1×10−5 to 5×10−4 M [33]
Adenosine 10−9 M 5×10−9 to 1×10−6 M [34]
Adenosine 8×10−8 M 4×10−7 to 1×10−5 M This work
Adenosine 5×10−6 M 5×10−6 to 1×10−3 M [32]
Adenosine 1×10−8 M 2×10−8 to 2×10−6 M [35]
Adenosine 2×10−5 M 2×10−5 to 2×10−3 M [36]
ATP 4.8×10−7 M 2.5×10−6 to 5×10−5 M [39]
Adenosine 10−9 M 10−9 to 10−6 M [37]
ATP 2.4×10−5 M 10−4 to 10−3 M [40]
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ig. 3. CL signals vs. different nucleosides: 1 mM adenosine (A), guanosine (G),
ridine (U), and cytidine (C). Experimental conditions: 40 �g of magnetic beads,
0 pmol of capture DNA and 10 pmol of aptamer respectively. Every data point was
he mean of three measurements.

.4. Selectivity of CL biosensor for detection of adenosine

To investigate the specificity of this aptamer to adenosine, we
urther examined the aptamer binding reaction with other nucleo-
ides such as guanosine, uridine and cytidine. We can see in Fig. 3
hat CL intensity was determined with 1 mM adenosine, guano-
ine, uridine, and cytidine under the same experimental conditions,
espectively. The much higher CL intensity was gotten while adeno-
ine was added as the binding target, which indicated that the
ptamer has a higher specificity with adenosine, and is able to
iscriminate adenosine from its analogues under the same experi-
ental conditions.

.5. Analysis of serum sample

To assess the CL biosensor’s ability to detect small molecule in
omplex samples, we tested the stability of adenosine aptamer-
inked biosensor in the presence of biological fluids such as serum
f normal human blood. Human blood serum 10-fold diluted with
uffer X was used to prepare adenosine solution instead of buffer

alone and other experimental conditions were the same as
escribed in Section 2. The recoveries of 0.1 and 1 mM adenosine in
he 10-fold diluted serum were 97.71∼95.95%. This result suggested
hat the sensor can still work in the complex serum matrix and is
lso promising for the determination of specific target by using this
ovel technique.

. Conclusions

In summary, the CL sensor designed here is based on the
denosine competing reaction between adenosine and part com-
lementary strand. In this protocol, it will no more be encountered
f the time-consuming labeling process, cost-ineffective enzymes,

nd multistep experimental procedure as reported in other fluores-
ence/luminescence assays. The assay process can be completed in
h. Given the simplicity in CL detection, it is fairly easy to general-

ze this strategy to detect a spectrum of targets based on aptamers.
ur novel CL technique, coupled the high sensitivity of CL methods

[
[
[
[
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with effective discrimination against adenosine, will offer a great
promise for future target/aptamer analysis. This study may pave
a facile and general way to the development of aptamer-based CL
sensors.
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A highly sensitive HPLC method for the simultaneous determination of soluble silicate and phosphate in
environmental waters was developed, using ion-pair liquid chromatography preceded by the formation
of their yellow �-heteropolymolybdates. The moderate-pH mobile phase enabled to use a highly efficient
reversed-phase silica column. The pre-column coloring reactions at moderate-pH were reproducible for
both silicate and phosphate in all quantification ranges with R.S.D.s less than 2% and 5%, respectively.
The linear calibration lines between concentrations (mg-SiO2/L and mg-PO4/L) and peak area intensities

2

imultaneous determination
ilicate
hosphate
ellow �-heteropolymolybdates
re-column derivatization
on-pair HPLC

were obtained for silicate and phosphate both with acceptable determination coefficients (r ) of 0.9999.
The limits of determination for both analytes were 0.007 mg-SiO2/L and 0.003 mg-PO4/L, which were
calculated theoretically using 10�/slope. The four-digit dynamic ranges were obtained for 0.007–10 mg-
SiO2/L and 0.003–20 mg-PO4/L. The developed method was applied for the analysis of tap water, river
water, coastal seawater, well water, hot-spring water, commercial mineral water, and laboratory water.
The results were very reasonable and acceptable from the environmental viewpoints, which were well

firme
correlated with those con

. Introduction

Determinations of silicate and/or phosphate in environmental
aters particularly in industrial waters or waste waters are very

mportant to recognize the global elemental cycling and to under-
tand their movements in our surroundings, because phosphorus,
ilicon, and nitrogen are eutrophic elements in water environments.

In general, soluble silicates and phosphate in water samples
an be determined separately by means of visible-wavelength
pectrophotometric methods based on the formation of yellow or
lue heteropolymolybdates, called molybdenum-yellow method or
olybdenum-blue method, respectively. The yellow complexes are

nalyzed at 410–450 nm usually despite the peak maxima around
20 nm, due to high UV-background by the residual molybdate
1–8]. Therefore, the molybdenum-yellow method, through direct

easurements without any preliminary separation such as solvent
xtraction [8], is in general less sensitive than the blue method. The
lue complexes produced by the reduction of yellow complexes

sing tin (II) chloride or ascorbic acid are analyzed at 725–882 nm
9–12], in which the wavelength can depend on the reductant
sed. Anyhow, such traditional spectrophotometric methods are
till important in environmental analyses.

∗ Corresponding author. Tel.: +81 45 339 3939; fax: +81 45 339 3939.
E-mail address: yokyuk@ynu.ac.jp (Y. Yokoyama).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.053
d by the molybdenum-blue spectrophotometry.
© 2009 Elsevier B.V. All rights reserved.

On the other hand, as simple and rapid methods alternative
to such traditional methods, many flow injection analysis (FIA)
procedures for the determination of phosphate [13–19] or silicate
[20–27] or for both [28–31] have been proposed by many work-
ers. However, the molybdenum-yellow procedures have been less
frequently used because of the high background UV-absorbability
due to residual molybdate. In the latest years, first-derivative spec-
trophotometric method [32] and ion-exclusion chromatography
techniques with conductivity detection [33] or with post-column
derivatization [34,35] have been proposed for their simultaneous
quantifications.

It is known that the yellow chromophores can provide two pos-
sible forms of �- and �-heteropolymolybdates [36], depending on
the reaction conditions such as acid concentration (pH), molybdate
concentration, reaction temperature, and reaction times. The �- and
�-molybdosilicic acids can be produced at pH around 3.8–4.8 and
1–1.8, respectively [37,38], and �-acids are often preferred rather
than �-acids because of their high UV-absorbability [5,37,38]. How-
ever, the unstable �-form spontaneously transforms to the stable
�-form [5,6]. In any case, the spectrophotometric determination of
silicates and phosphates may be difficult simultaneously without
any solvent extraction process [9,39,40], due to providing similar

heteropoly chromophores.

Koshiishi and Imanari [41] have proposed an HPLC separation
and simultaneous determination of the �-heteropolymolybdates
under a very low-pH eluting condition less than pH 1, where
the analytes and residual molybdate have been separated chro-
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atographically. However, we can find few application and/or
urther improvement in chromatography, despite the poor chro-

atographic resolution. This is probably due to the use of a less
fficient glass-column packed with a styrene co-polymer material
f low-pH resistance. In addition to this, the reaction condition has
ot been detailed.

This paper describes a highly sensitive simultaneous
etermination of silicate and phosphate as their yellow �-
eteropolymolybdates using an ion-pair HPLC. Based on the earlier
PLC method [41], the chromatographic procedure including

he pre-column reaction was substantially improved into a new
nstrument-friendly and highly efficient HPLC method, in which
he pre-column reaction and the subsequent separation were
perated under moderate-pH conditions in order to enable to use
high-resolution reversed-phase silica column. The sensitivities

or silicate and phosphate were considerably increased up to
0-times higher than those provided by molybdenum-blue spec-
rophotometric methods, and the improved method could give
ide dynamic ranges for the analytes comparing to those given in

arlier papers.

. Experimental

.1. Chemicals and materials

Hexaammonium heptamolybdate tetrahydrate ((NH4)6Mo7O24·
H2O, FW = 1235.86, 99.0%, super special grade), silicon dioxide
99.9%), sodium carbonate (for pH standard), potassium dihydro-
enphosphate (for pH standard), acetic acid (super special grade),
nd sodium acetate (guaranteed grade) were purchased from Wako
ure Chemical Ind. (Osaka, Japan). Ultrapure water made and bot-
led by Kurita Analysis Services (Tsukuba, Japan) was furnished by
ourtesy of the company, which was used for the solvent of all
eaction agents. Acetonitrile of HPLC gradient-grade was purchased
rom Sigma–Aldrich Japan (Tokyo, Japan). Tetrabutylammonium
TBA+) hydrosulfate of ion-pair reagent grade was purchased from
okyo Chemical Ind. (Tokyo, Japan). Water used for the chromato-
raphic eluent was purified through a Nihon Millipore (Tokyo,
apan) Direct-Q water purification system, having a resistance of
8.2 M�.

All plastic laboratory wares, such as volumetric flasks and
eservoir bottles, made of polypropylene (PP), polymethylpentene
PMP), polytetrafluoroethylene (PTFE), or perfluoroalkoxyalkane
PFA), were used throughout the experiment.

Snap-capped 1.5 mL PP micro-tubes of conical type were used for
he coloring reaction. Several kinds of micro-tubes with screw cap
ith O-ring and/or with surface treatment were unsuitable for the

eaction because of serious contamination by breeding of silicate.
areful purchase is necessary.

.2. Instrumentation

The HPLC system consisted of a Shimadzu (Kyoto, Japan) LC-
0ADvp solvent delivery pump, a Rheodyne (Cotati, CA, USA) 7125
yringe-loading sample injector with a 100-�L sample loop, a
ugai (Tokyo, Japan) U-620 column heater, a Shimadzu (Kyoto,
apan) SPD-10Avp UV-VIS detector, and a SIC (Tokyo, Japan)
hromatocorder 11 chromatographic integrator. The chromato-
raphic data were simultaneously acquired and processed, via an
dvantest (Tokyo, Japan) R6441A digital multimeter used as an
nalog-to-digital converter through an RS232C interface, by using

personal computer installed with a data acquisition program

aboratory-written with Visual BASIC working under Microsoft-
indows environments. A set of chromatographic data acquired

s “dat” file can be transferred to Microsoft-Excel to draw a
hromatogram.
79 (2009) 308–313 309

A Metter-Toledo (Greifensee, Switzerland) AT20 microbalance
was used for weighing the standard materials.

A Shibata Scientific Technology (Tokyo, Japan) BI-1200 dry-
block-bath having 6×6 holes for 1.5 mL conical tubes was used for
the coloring reaction. The vertical shape of the hole should be fit to
the micro-tube to establish the thermal contact.

Several kinds of Metter-Toledo VoluMate micropipettes were
used for pipetting solution less than 1 mL, with checking volumes
at regular intervals.

2.3. Standard and reacting agents

The preparation of standard solutions and reaction reagents was
based on the methods prescribed in Japanese Industrial Standard.

Silicate standard solution: A portion of SiO2 powder reagent was
allowed to stand heating at 700–800 ◦C in a platinum crucible for
1 h, and then to stand cooling in a desiccator. The dried 0.25311 g
SiO2 was weighed and mixed with 2 g Na2CO3 in a platinum cru-
cible, and heating for 40 min fused the mixture. The resulting
fused-salt was transferred into a 250-mL PMP volumetric flask and
diluted to 250 mL by adding water, which led to the standard silicate
(1 mg-SiO2/mL) as stock solution stored in a PFA bottle.

Phosphate standard solution: A 71.62-mg portion of KH2PO4,
dried at 105 ◦C for 2 h in advance, was dissolved in a 500-mL of
water, corresponding to the standard of 0.1 mg-PO4/mL.

In this paper, analytical concentrations are indicated by
“mass/volume” like mg/L in accordance with the expression often
seen in environmental analyses. The concentration in mg/L is con-
vertible into molarity as occasion demands by those divided by
formula weights of SiO2: 60 and of PO4: 95.

Reactant molybdate solution was prepared by dissolving 4.22 g
of (NH4)6Mo7O24·4H2O in 500 mL of water, corresponding to 8 g/L
molybdate (6.8 mM).

1 M acetate buffer (pH 4) was prepared by mixing 1.0 M HOAc
and 1.0 M NaOAc in volume ratio of 5:1, which led to pH 4.06 by
theoretical calculation.

2.4. Separation column

A Tosoh (Tokyo, Japan) TSKgel super octyl (carbon loadings: 5%,
100 mm×4.6 mm ID) reversed-phase column was finally selected
and used for the separation column. Several kinds of reversed-
phased columns examined were a Tosoh TSKgel super ODS (carbon
loadings: 6%, 100 mm×4.6 mm ID), a GC Sciences (Tokyo, Japan)
Inertsil C8-3 (carbon loadings: 9%, 150 mm×4.6 mm ID), and a
Chemical Evaluation and Research Institute (Saitama, Japan) L-
column C8 (carbon loadings: 10%, 150 mm×4.6 mm ID), which
were selected in consideration of lower hydrophobicity and column
efficiency.

2.5. Chromatographic conditions

The chromatography was carried out on an isocratic
elution mode. The mobile phase optimized was 65% (v/v)
acetonitrile–water mixture, containing 12 mM TBA+ and 20 mM
acetate buffer (pH 4.76), which led to apparent pH 5.2. The mobile
phase was degassed by sonicating for 10 min before use. The flow
rate was 0.5 mL min−1; the detection wavelength was 310 nm; and
the column temperature was 35 ◦C.

2.6. Sample preparation
A 400-�L aliquot of the target solution of silicate standard, phos-
phate standard, or application sample was transferred into the
1.5-mL micro-tube, and in succession a 50-�L aliquot of the pH 4
acetate buffer and a 50-�L aliquot of the 8-g/L molybdate coloring
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Table 1
Chromatographic column performances for molybdenum-yellow complexes. The data were obtained by the mobile phase: 60% (v/v) CH3CN/H2O containing 12 mM TBA+.

Column brand Carbon loading (%) Pore size (nm) Retention factor (k) Plate number (N)

Si–Mo P–Mo Si–Mo P–Mo

T 5.15 9.95 7,900 13,600
T 11.9 29.7 8,100 10,500
I 24.3 >50 7,300 –
L 21.4 42.2 6,400 9,400
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in Fig. 3. In addition, the peaks due to the residual molybdate
eluted around column void became further intense and broad in
the chromatogram when eluting by an acidic eluent less than pH
5, which could affect the peak of silicomolybdate. In addition, the
UV-absorbability of the yellow �-acids was seriously dependent on
SKgel super octyl 5 10
SKgel super ODS 6 10
nertsil C8-3 9 10
-column C8 10 10

gent were added to the solution. The capped tube was then set
nto a hole of the block-bath and allowed to stand heating at 75 ◦C
or 45 min. After cooling the tube to a room temperature, a 500-�L
liquot of acetonitrile was added to the aqueous reactant to avoid
orming precipitation of the aggregates when injecting, and then
he mixture was degassed by sonicating. A 100-�L aliquot of the
nal solution was injected into the HPLC. When salt precipitation
ppeared in the final solution, due to the salt-abundant sample such
s seawater, 0.2 �m filtration or centrifugation should be required
n advance of the injection.

. Results and discussion

.1. Column selection

Since the yellow heteropolymolybdates can form hydrophobic
onic aggregates with tetrabutylammonium cations, a reversed-
hase ion-pair chromatography has been successfully carried out in
he earlier paper [41], where a styrene-divinylbenzene co-polymer
eversed-phase column has been used because of the use of highly
cidic eluent of less than pH 1. Since the column efficiency of those
acked with such kind of materials may be poor, the separation of
he analytes from the residual molybdate has not been so good. This
an affect the simultaneous determination of trace amounts of the
nalytes, especially in silicate.

In this study, a highly efficient silica-based reversed-phase col-
mn was optimized for use with a moderate-pH eluent buffered by
cetate. The separation column was selected from the viewpoints
f high column resolution and acceptable retention factor. Since the
ydrophobicity of stationary phase can depend on carbon loadings,
everal candidates of reversed-phase columns enough to separate
he analytes from the residual molybdate. Table 1 lists the reten-
ion and separation parameters for four commercially available
eversed-phase columns. Considering the chromatographic dura-
ion time and the column efficiency, TSKgel super octyl of 4.6 mm
D×100 mm in length was selected for the separation. Some other
eversed-phase columns of low carbon loadings may be useful for
he purpose, if commercially available.

.2. Eluting condition

The mobile phase condition was optimized by studying sev-
ral ion-pair HPLC parameters, using a 60% (v/v) acetonitrile–water
ontaining 12 mM TBA+ as the starting composition. The column
emperature and the flow rate were fixed to 35 ◦C and 0.5 mL min−1,
espectively, throughout the experiment.

The acetonitrile concentration should be more than 50% (v/v);
therwise, the molybdenum-yellow aggregates with TBA+ will be
recipitates in the column as described in the literature [41]. Effects
f the acetonitrile concentration on the retention times are shown
n Fig. 1. The peaks of the analytes were well separated each other

n the acetonitrile concentration between 55 and 65% (v/v). In the
ases using the super octyl column, 60 or 65% (v/v) acetonitrile was
dequate for acceptable chromatographic duration time.

Effects of the concentration of the ion-pairing agent on the reten-
ion times when acetonitrile concentration is 60% (v/v) are shown
Fig. 1. Effects of acetonitrile % (v/v) concentration in eluent containing 12 mM TBA+

at pH 5.2 (apparent) on the retention times for silicomolybdate (©), phosphomolyb-
date (�), and residual molybdate (�).

in Fig. 2. The retention times of the two analytes increased with
increase in the concentration of TBA+. 8 or 12 mmol/L of TBA+ was
acceptable practically.

The eluent pH effected both on the retention time and on the
chromatographic peak intensity. As the apparent pH of eluent was
increased, the retention time was slightly decreased as shown
Fig. 2. Effects of concentration of ion-pair agent in eluent mixture of 60% (v/v)
acetonitrile–water at pH 5.2 (apparent) on the retention times for silicomolybdate
(©), phosphomolybdate (�), and residual molybdate (�).
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ig. 3. Effects of apparent pH of eluent mixture of 60% (v/v) acetonitrile–water
ontaining 12 mM TBA+ on the retention times for silicomolybdate (©) and phos-
homolybdate (�).

he surrounding acidity around pH 1 [37], but the UV-detectability
f the �-acids was little affected in moderate-pH solutions [37,38].
herefore, the pH of the mobile phase was adjusted apparently to
H 5.2, which was established by adding pH 4.7 acetate buffer into
0 or 65% (v/v) acetonitrile–water mixture.

The retentions of the analytes were relatively decreased by
ncreasing acetonitrile contents or by decreasing TBA+ concentra-
ion, as shown in Figs. 1 and 2. Comparing chromatograms obtained
y changing the two possible parameters, the separation between
he residual molybdate and the silicomolybdate was found better
y increasing acetonitrile than by decreasing TBA+. From the time-
aving viewpoint, therefore, the acetonitrile concentration was set
o 65% (v/v) in this work. Fig. 4 shows a typical chromatogram
f standard silicate and phosphate obtained under the optimized
hromatographic conditions as described in Section 2.

.3. Coloring reaction

Although the heteropolymolybdates of silicate and phosphate
an provide quite similar absorption spectra, the reaction con-

itions are considerably different between the two analytes. In
articular, the reactivity of molybdosilicic acids has been well
tudied [37,38], depending greatly on acidity and molybdate
oncentration in the reaction mixtures. The formation of �-

ig. 4. An optimized chromatogram for standard silicate and phosphate by 65%
v/v) acetonitrile–water mixture containing 12-mM TBA+ at pH 5.2 (apparent), cor-
esponding to 0.5 mg/L both of SiO2 and PO4.
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molybdosilicic acids around pH 4 is relatively fast even at room
temperature when molybdate concentration is 3.2 mM in the reac-
tion mixture [38]. In the present pre-column derivatization, the
molybdate concentration had to be reduced to one-fifth of those
often used in traditional spectrophotometric methods; otherwise
the residual molybdate would give considerably large tailing peaks
effectible on the peak of silicomolybdate, which could be seen in
the earlier chromatogram [41]. However, the coloring reaction rate
is strongly dependent both on the molybdate concentration and
the solution pH. Under highly acidic conditions, the reaction can
complete relatively fast at room temperatures, if the molybdate
concentration in reaction mixtures is 3.2 mM or over as used in the
earlier method [41]. After several rate studying, we found the fact
that the coloring reaction of both analytes could be completed by
heating at 75 ◦C even when the molybdate concentration was less
than 1 mM in the reaction mixtures at pH 4. For the chromatography
means, the reaction was carried out at 75 ◦C for 45 min as described
in Section 2, although the time dependence was relatively small.

3.4. Interfering species

It is known that arsenate, As (V), can provide similar yellow het-
eropolymolybdates [28]. Since, however, such yellow acid was little
produced under the present reaction condition at pH 4, few inter-
fering peaks were observed in fact in the chromatograms for real
waters.

On the one hand, arsenite, As (III), cannot react with molybdate.
UV-absorbable hydrophilic anions such as bromide and chromate
may give more or less chromatographic peaks under the eluting
conditions; they little affected the separation and determination of
the analytes because they were probably eluted as fast as residue
molybdate.

Since reasonable data were obtained for seawaters, the salt prob-
lem was probably negligible in the coloring reaction.

The pre-column coloring reaction for both analytes at pH 4 was
considerably affected by the presence of organic acids. The yellow
phosphomolybdate was completely discolored by the presence of
1.25 g/L of oxalate (14 mM) or 1 g/L of citrate (5.2 mM). Similarly,
the formation of yellow silicomolybdate was thoroughly inhibited
by 0.75 g/L oxalate (8.3 mM) or 0.75 g/L citrate (3.9 mM) under the
present coloring condition. It seems therefore at this point diffi-
cult to apply the present method to the direct analysis of beverages
and/or foods without any dilution processes. Since such method
problem can arise from the deficiency in reactivity, further studies
for overcoming the matrix effects are now underway and the details
will be presented in due course.

3.5. Quantification data

The preliminary sample treatments including the coloring reac-
tion and the dilution for the standard silicate (0.001–10 mg-SiO2/L
or 17 nM to 170 �M) and phosphate (0.005–20 mg-PO4/L or 53 nM
to 210 �M) were five times replicated and a 100-�L aliquot of each
resultant solution was subjected to the analyses.

The chromatographic reproducibility for both analytes is listed
in Table 2. The relative standard deviation (R.S.D.) for their reten-
tion times (tR) were less than 0.1% in all concentration levels. The
R.S.D.s for peak area responses were within 5% in all ranges, prob-
ably showing acceptable precision for environmental analyses.

The calibration data are listed in Table 3. Although the linear
regression lines were obtained for both analytes with acceptable

coefficient of determination (r2), it seemed better to calibrate sep-
arately in low and in high concentration regions as given in Table 3.
In the case of silicate, the slope of line for the range between 0
and 0.02 mg/L was nearly equal to that between 0.02 and 10 mg/L,
but r2 for the lower concentration region was somewhat poor.
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Table 2
Reproducibility data of retention time and peak area for silicate and phosphate.

Reproducibility (n = 5)

tR (min) Peak areaa

Average R.S.D. Average R.S.D.

Silicate (mg/L)
0b 4.034E+04 2.59
0.001 9.01 0.042 4.293E+04 2.86
0.002 9.02 0.038 4.460E+04 1.70
0.005 9.02 0.046 4.950E+04 3.55
0.01 9.03 0.065 5.695E+04 1.43
0.02 9.03 0.037 7.328E+04 3.24
0.05 9.03 0.048 1.189E+05 1.36
0.1 9.02 0.059 1.955E+05 0.76
0.2 9.03 0.034 3.532E+05 0.57
0.5 9.03 0.098 8.168E+05 1.09
1 9.11 0.070 1.645E+06 1.51
2 9.09 0.150 3.231E+06 1.92
5 9.03 0.047 8.081E+06 0.65
10 8.95 0.075 1.648E+07 2.23
20 Over range

Phosphate (mg/L)
0.002 ND
0.005 14.35 0.049 1.330E+03 9.37
0.01 14.36 0.098 3.296E+03 4.76
0.02 14.34 0.112 8.705E+03 1.47
0.05 14.33 0.114 2.585E+04 2.19
0.1 14.33 0.061 5.438E+04 3.71
0.2 14.34 0.168 1.257E+05 2.42
0.5 14.32 0.053 3.366E+05 1.04
1 14.41 0.117 8.105E+05 4.40
2 14.44 0.058 1.606E+06 1.13
5 14.55 0.064 4.207E+06 1.51
10 14.17 0.042 8.743E+06 0.80
20 14.35 0.020 1.747E+07 0.22
50 14.59 0.156 3.342E+07c 1.00
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Table 4
Limits of quantification estimated by 10�/slope.

Analyte mg/L mmol/L

SiO2 0.007a 0.12a

0.2b 3.3b

PO4 0.003 0.03
0.1b 1.1b

�: standard deviation of blank signals and slope: slope of calibration line around
LOD.

a Close to reagent blank.
b By spectrophotometric molybdenum-blue method.

Table 5
Amounts of silicate and phosphate found in real waters.

Sample water SiO2 (mg/L) %R.S.D.,
n = 5

PO4 (mg/L) %R.S.D.,
n = 5

Laboratory water (from
ion-exchange system)a

0.570 6.3 NDd –

Laboratory water (from
Millipore water purification
system)a

0.028 3.3 ND –

Seawater (Sakanoshita,
Kamakura, Japan)a

0.267 1.4 0.006 6.7

Seawater (Inamuragasaki,
Kamakura, Japan)a

0.438 2.0 0.003 17

Tap water (from Yokohama
city)b

23.2 3.0 ND –

River water (Katabira river,
Yokohama)b

22.7 0.8 0.137 7.0

Well water (Kamakura, Japan)b 44.4 0.2 0.763 9.7
Mineral water (from USA)b 52.5 0.9 0.485 6.7
Mineral water (from France)b 28.4 0.4 0.460 9.5
Hot-spring water (Oomachi

spa, Oomachi, Japan)c
78.6 0.7 ND –

Hot-spring water (Toi spa, Izu,
Japan)c

24.9 0.3 ND –

a

water, coastal seawater, well water, hot-spring water, tap water,
mineral water, and laboratory water. Fig. 5 shows a chromatogram
for well water, and Table 5 lists the application results. Since the
concentration of silicate in natural waters is relatively high, appro-
a Integration unit.
b Reagent blank.
c Out of order.

his may be due to the unavoidable reagent blank standing out
lose to the limit of quantification. In the case of phosphate, the
lope for 0.005–0.1 mg/L was considerably different from that for
.1–20 mg/L. In contrast to this, the concentration and the integra-
ion response were well correlated in both ranges with good r2.
nyway, linear regression lines with 0.9999 of r2 were obtained for
oth analytes through four-digit dynamic ranges.

Table 4 shows the quantification limits for the two analytes,
btained by calculating 10-times standard deviation of blank sig-
als divided by the slope of calibration lines around the limits
10�/slope). The limit concentrations from the present method
ere expressed by mg/L and mmol/L, in comparison with those
rom the conventional molybdenum-blue method. The limit of
ilicate was established when using the ultrapure water for the pre-
olumn reactions as described in Section 2. The HPLC method can
rovide considerably high-sensitivity for the analytes.

able 3
alibration data for silicate and phosphate.

nalyte Linear regression lines
y = ax + b

Range (mg/L) Slope Intercept r2

ilicate 0.007–0.02 1.613E+06 4.105E+04 0.9988
0.02–10 1.640E+06 5.003E+03 0.9999

0.007–10 1.638E+06 2.096E+04 0.9999

hosphate 0.003–0.1 5.635E+05 −2.137E+03 0.9996
0.1–20 8.780E+05 −8.882E+04 0.9999

0.003–20 8.755E+05 −5.391E+04 0.9999
Determined without dilution.
b Determined with 5-times dilution.
c Determined with 10-times dilution.
d Not detected.

3.6. Application to surrounding waters

The developed chromatographic method was applied to the
simultaneous determination of molybdenum-yellow active sili-
cates and phosphates in several surrounding waters such as river
Fig. 5. A chromatogram for well water by 65% (v/v) acetonitrile–water mixture con-
taining 12 mM TBA+ at pH 5.2 (apparent). The difference in retention times is due to
column lot.
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riate dilution was required before the coloring reaction. The results
or reactive silicates were reproducible with good R.S.D.s, and were
ery reasonable from the viewpoint of lithospheric substances.

The concentration levels of phosphates in natural waters seem to
e relatively low unless there is any artificial pollution. The results
re thought to be very convincing.

The chromatographic results were confirmed by analyzing
ome of the same samples using the traditional colorimetric
olybdenum-blue method, based on the procedures described in

he Japanese official method involving the reduction with ascor-
ic acid and the detection at 815 nm for silicate and at 880 nm for
hosphate. The results by the chromatography and by the spec-
rophotometry were well correlated, giving 0.995 of r2 for SiO2 and
.865 for PO4. Since the concentrations of phosphate were fairly

ow in natural waters, the determination coefficient was somewhat
oor. In addition to this, the data for phosphate acquired by the
pectrophotometry were higher than those by the chromatogra-
hy. Such positive bias is probably caused by the influence of large
mount of coexisting silicate, because such traditional method is
ased on the kinetic difference in the formation of the heteropoly-
olybdates without any separating procedure; that is, the yellow

hosphomolybdate can be formed faster than the yellow silico-
olybdate under a high-acidity condition. We therefore concluded

hat the present HPLC method can provide more accurate and reli-
ble results than the colorimetric method in the water analyses.

. Conclusion

The developed ion-pair HPLC method for the simultaneous
etermination of silicate and phosphate preceded by the formation
f yellow �-heteropolymolybdates is very sensitive and quantita-
ive. The eluting condition is instrument-friendly and the yellow
omplexes are stable during the chromatography. In addition, the
mount of coloring agents consumed in the pre-column derivatiza-
ion was considerably reduced comparing to those in post-column
erivatization methods [34,35].

The LOQ of silicate was almost equal to the reagent blank as
inimized as possible, which seemed to be unavoidable limitation

n the trace analysis of silicates. Since the silicate concentrations
n environmental waters are relatively high, some laboratory water
urified through a commercially available water purification sys-
em is acceptable for use in place of expensive ultrapure water
s used in this work. The HPLC method could provide four-digit

ynamic ranges for both analytes and thus the detection limits
eemed to be further low.

At the present time, we can say that the improved HPLC method
s highly sensitive and reliable rather than earlier methods and will
ontribute much to the environmental studies or surveillance.
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a b s t r a c t

An ultra-performance liquid chromatography/time-of-flight mass spectrometry (UPLC/TOF-MS)-based
metabolomic approach was developed to characterize the metabolic profile associated with isoproterenol
(ISO)-induced myocardial infarction (MI). Analysis of the serum samples revealed distinct changes in
the biochemical patterns of ISO-induced rats. A multivariate statistical method, supervised partial least
squares-discriminant analysis (PLS-DA), was then used for screening of potential biomarkers. As a result,
13 lipid biomarkers, including lysophosphatidylcholines (Lyso-PCs) and fatty acids were identified by the
eywords:
etabolomics
ltra-performance liquid
hromatography/time-of-flight mass
pectrometry (UPLC/TOF-MS)
ultivariate analysis

accurate mass measurement of TOF-MS. The relationship between abnormal lipid metabolism and the
formation of MI were also studied. This work demonstrates the utility of UPLC/TOF-MS-based metabolic
profiling combined with multivariate analysis as a powerful tool to further investigate the pathogenesis
of cardiovascular diseases.

© 2009 Elsevier B.V. All rights reserved.

yocardial infarction

ipid biomarkers

. Introduction

Metabolomics, refers to the comprehensive analysis of small-
olecule metabolites present in a biological system, is an emerging

echnology of systems biology in studies of either clinical diag-
osis or pharmaceutical industry [1,2]. The goal of metabolomics

s to capture non-targeted, global metabolite profiles of complex
amples such as biofluids and tissues [3]. Additionally, multivariate
tatistical methods, including principle component analysis (PCA)
r partial least squares (PLS), are used to identify the potential
iomarkers [4]. Such investigations thus generate metabolic phe-
otypes and, by studying these, it may well be possible to obtain
ew and unexpected insights into biological processes.
The analytical challenges in metabolomics lie in the fact that
ndogenous metabolites comprise a large number of diverse chem-
cal structures, which are present in a wide concentration range
5]. Recently, metabolic profiling has gained popularity using
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a number of techniques, including high-field nuclear magnetic
resonance (NMR) [6,7], gas chromatography/mass spectrome-
try (GC/MS) [8,9], and liquid chromatography/mass spectrometry
(LC/MS) [10,11]. However, despite of some limitations, LC/MS can be
accepted as the most useful platform for untargeted metabolic pro-
filing. While NMR demonstrates its advantages in highly selective
and non-destructive analysis, LC/MS possesses much better sensi-
tivity and resolution. Unlike GC/MS, LC/MS can detect non-volatile
compounds complementarily, which make up a large proportion of
metabolites. Currently, the development of ultra-performance liq-
uid chromatography (UPLC) has made it possible to achieve higher
resolutions, higher sensitivities, and rapid separations as compared
to those achieved using conventional HPLC [12,13]. This system
combined with orthogonal acceleration time-of-flight mass spec-
trometry (TOF-MS), which enables the exact measurement of mass,
is undoubtedly a suitable system for metabolomic study [14].

Cardiovascular diseases, including atherosclerosis and cardiac

tissue injury after myocardial infarction (MI), are the most preva-
lent cause of death and disability worldwide. The World Health
Organization (WHO) estimates that 17 million people die of car-
diovascular disease annually [15]. MI is associated with ischaemic
necrosis of cardiac muscles due to a decrease in the supply of
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lood to a portion of the myocardium below a critical level nec-
ssary for viability and proper physiological function [16]. The rat
odel of isoproterenol (ISO)-induced MI is considered as one of the
ost widely used experimental model to evaluate several cardiac

ysfunctions. Previous studies have shown that the pathophysi-
logical changes following ISO administration are comparable to
hose taking place in human MI [17,18]. To date, several biomarkers
f MI (such as troponin I and T) have been identified and success-
ully incorporated into clinical practice. However, new biomarkers
re still needed to augment the information obtained from tra-
itional indicators and to illuminate disease mechanisms [19].
he application of metabolomics to allow systematic characteri-
ation of variations in metabolites associated with MI is therefore
vailable.

Here, we developed an UPLC/TOF-MS-based metabolic profiling
ethod for the analysis of endogenous metabolites in rat serum

amples. Partial least squares-discriminant analysis (PLS-DA) was
hen performed to identify the characteristic metabolic variations
ssociated with ISO-induced MI. Potential biomarkers were identi-
ed from the exact TOF-MS data. This work combined with other

unctional genomic studies may provide new insights into the
athogenesis of cardiovascular diseases.

. Experimental

.1. Chemicals

The dl-isoproterenol hydrochloride (ISO, batch no. 15627)
as obtained from Shanghai Hefeng Pharmaceutical Company

Shanghai, China). The assay kits for lactate dehydrogenase (LDH),
reatine kinases (CK), superoxide dismutase (SOD), and mal-
ndialdehyde (MDA) were purchased from Nanjing Jiancheng
io-engineering Institute (Nanjing, China). The following com-
ounds were obtained from Sigma–Aldrich (St. Louis, MO, USA):
ocosahexaenoic acid (C22:6), arachidonic acid (C20:4), linoleic
cid (C18:2), palmitic acid (C16:0), oleic acid (C18:1), stearic
cid (C18:0). 1-Palmitoyl-2-hydroxy-sn-glycero-3-phosphocholine
Lyso PC, C16:0) was purchased from Avanti Polar Lipids (Alabaster,
L, USA). HPLC-grade acetonitrile and methanol were purchased

rom J. T. Baker (Phillipsburg, NJ, USA). Ultrapure water (18.2 M�)
as purified with a Milli-Q system (Millipore, MA, USA). All other

hemicals used were of analytical grade.

.2. Animal studies

Male Sprague–Dawley rats (200±20 g) were obtained from
he Centre of Laboratory Animals, Tsinghua University (Beijing,
hina). Animals were bred in a breeding room with temperature
f 23±2 ◦C, relative humidity of 60±5%, and 12 h dark–light cycle.
hey were given tap water and fed normal food ad libitum and were
aintained in polypropylene cages (each cage containing a max-

mum of four animals). The animal facilities and protocols were
pproved by the Institutional Animal Care and Use Committee,
singhua University. All procedures were in accordance with the
ational Institute of Health’s Guidelines regarding the principles
f animal care (2004). The experiment animals were housed under
he above conditions for 1-week acclimation.

.3. Physiology
The animals were randomly divided into two groups as follows:
he model group (n = 13) and the control group (n = 10), and were
nesthetized with urethane (1.3 g/kg, i.p.). All the rats were fixed
n pad in position on back and two-lead electrocardiograms (ECGs)
ere recorded by MPA 2000 bio-signal analytical system (Shanghai
79 (2009) 254–259 255

Alcott Biotech Co. Ltd., Shanghai, China). Before starting the injec-
tions, normal ECG recordings were made for at least 5 min until they
were well balanced. The ECGs in both groups after newly injection
(the model group, received an i.p. injected ISO in a dose of 30 mg/kg;
the control group, received the same volume of vehicle) at 0.5, 1,
2, 5, 10, 15, and 20 min were recorded and compared [20]. After
ECG measurements, the blood was collected from the inferior caval
vein and then centrifuged at 3000 rpm for 5 min at 4 ◦C. The super-
natant obtained were frozen immediately and stored at−20 ◦C, and
thawed before analysis. Serum concentrations of LDH, CK, SOD, and
MDA were measured by UV 1100 ultraviolet spectrophotometer
(Beijing Rayleigh Analytical Instrument Corp., Beijing, China).

2.4. Liquid chromatography

Chromatographic separation was performed using a Waters
ACQUITY UPLCTM system (Waters Corp., Milford, USA), equipped
with a binary solvent delivery system and an auto-sampler. A
Waters 100 mm×2.1 mm ACQUITY C18 1.7 �m column was used to
separate the endogenous metabolites. The mobile phase consisted
of (A) 0.1% formic acid in water and (B) acetonitrile. A linear gradi-
ent was optimized as follows (flow rate, 0.4 mL/min): 0–3 min, 5%
B to 50% B; 3–20 min, 50% B to 95% B; 20–21 min, 95% B to 5% B;
21–23 min, equilibration with 5% B. The column and auto-sampler
were maintained at 50 and 4 ◦C, respectively.

Prior to the analysis, 400 �L of methanol was added to 100 �L
aliquots of serum. The mixture was vortex mixed for 2 min followed
by centrifugation at 6000 rpm for 15 min at 4 ◦C. The clear super-
natant was transferred and diluted at a ratio of 1:10 with methanol
before analysis. A 4 �L injection of sample was made onto the col-
umn in each run.

2.5. Mass spectrometry

Mass spectrometry was performed using a Micromass LCT
PremierTM orthogonal acceleration time-of-flight mass spectrome-
ter (Waters Corp., Manchester, UK). The system was operated in “W”
optics mode and the optimized conditions were as follows: nega-
tive ion (ESI−) mode, capillary voltage 2500 V, sample cone voltage
50 V, desolvation temperature 350 ◦C, source temperature 120 ◦C,
cone gas flow 40 L/h, desolvation gas flow 700 L/h, and MCP detec-
tor voltage 2200 V. The data acquisition rate was set to 0.1 s, with a
0.05 s interscan delay using dynamic range enhancement (DRE). All
analyses were acquired using the lock spray to ensure accuracy and
reproducibility; leucine–enkephalin was used as the lock mass (m/z
554.2615) at a concentration of 50 pg/mL and an infusion flow rate
of 5 �L/min. Data were collected in centroid mode from 50 to 1000
m/z. For accurate mass measurement, the TOF mass spectrometer
was calibrated routinely using sodium formate solution infused at
a flow rate of 5 �L/min.

2.6. Analytical method validation

To ensure the reproducibility of the newly developed UPLC/TOF-
MS method, validation tests of both precision and repeatability
were performed. Considering their relatively high abundance levels
and wide retention time distribution range in the chromatogram,
the extracted ions of m/z 564.3 (Lyso-PC, C18:2), 588.3 (Lyso-
PC, C20:4), 540.3 (Lyso-PC, C16:0), 568.4 (Lyso-PC, C18:0), 327.2
(docosahexaenoic acid), 279.2 (linoleic acid), 281.2 (oleic acid), and
283.3 (stearic acid) were selected as the representative components

in rat serum for validation.

Precision of injection was carried out by six replicated analyses
of the same serum sample. Sample preparation before UPLC/MS
analysis should also be performed carefully to ensure the stabil-
ity of metabolomic analysis. Therefore, six parallel samples were
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Fig. 1. Effect of isoproterenol on the J point of electrocardiogram (ECG) in rats.

repared using the same preparation protocol to examine the
epeatability of sample preparation.

.7. Data analysis

The UPLC/MS data of control and model rat sera were analyzed
o identify potential discriminant variables. The peak finding, peak
lignment, and peak filtering of the raw data were carried out with
he MarkerLynx applications manager Version 4.1 (Waters Corp.,

anchester, UK). The parameters used were as follows: minimum
etention time 0.50 min, maximum retention time 20.00 min, mass
ange 50–1000 m/z, mass tolerance 0.05 Da, intensity threshold 10
ounts, retention time tolerance 0.01 min; noise elimination level
as set at 6.00, and isotopic peaks were excluded for processing. A

ist of the ion intensities of all components with their correspond-
ng retention time and m/z as identifier was generated. The ion
ntensities for each peak detected were then normalized, within
ach sample, to the sum of the peak intensities in that sample. The
esulting 3D data set was then exported for multivariate statistical
nalysis by using PLS-DA in the software SIMCA-P+ 11.5 (Umetrics,
mea, Sweden).

. Results and discussion

.1. Electrocardiograms and serum enzymes

The effect of ISO on the J point of rats’ ECG is shown in Fig. 1.
he ECG alterations, especially the degree of J point alterations, are

enerally considered as a main index to evaluate animals’ MI [21].
n this study, we also found that the J point of ECG in MI model
ats elevated slowly for 1 min after ISO injection, and then contin-
ously decreased within 20 min. The J point at each time points
ithin 20 min were significantly different from those in control

able 1
oncentrations of major serum enzymes in dosed and control groups.

roup LDH (U/L) CK (U/mL)

ontrol 115.30 ± 61.70** 212.40 ± 71.6
odel 271.00 ± 123.92 424.44 ± 178

DH, lactate dehydrogenase; CK, creatine kinases; SOD, superoxide dismutase; MDA, mal
* P < 0.05.

** P < 0.01.
*** P < 0.001.
79 (2009) 254–259

rats (P < 0.05). Furthermore, serum enzyme activities have also been
cited as important parameters in the assessment of myocardial
injury [22]. As shown in Table 1, compared with control rats, the
concentrations of LDH (P < 0.01), CK (P < 0.01), and MDA (P < 0.001)
in model rats were significantly increased, while the levels of SOD
(P < 0.05) were remarkably decreased. These alterations are con-
sistent with the previously reported results [22]. All together, the
ECG and enzymatic results presented here demonstrated that both
myocardial tissue and cell in model rats have damaged.

3.2. Metabolic profiling of rat serum

Serum is a complex matrix containing a wide variety of com-
pounds with diverse chemical structures. While metabolomics
being a non-targeted analysis of the global system for changes
in endogenous metabolites, sample pretreatment by conventional
methods, such as solid-phase extraction or liquid–liquid extraction,
may result in loss of potential biomarkers. Therefore, minimal sam-
ple preparation steps were employed in this experiment in order
to avoid the loss of endogenous metabolites. The serum samples
were deproteinized with methanol, centrifuged and diluted before
analysis.

The UPLC system provided a rapid, sensitive, and convenient
analytical method for a wide range of metabolites present in rat
serum. The major benefit expected from the use of sub-2 �m parti-
cles is the increased column efficiency and concomitant increased
resolution. Theoretically, a higher flow rate promises a good sepa-
ration on the UPLC column, whereas the flow rate recommended
for electrospray source is below 0.3 mL/min so as to guarantee the
best ionization efficiency. Taking sensitivity and resolution into
consideration together, the ultimate flow rate was optimized at
0.4 mL/min throughout this study. Column temperature was set
at 50 ◦C to reduce the column pressure resulting from a higher
flow rate, which can improve chromatographic separation and peak
shape. Furthermore, to obtain better separation within a reasonable
time, gradient elution and 0.1% formic acid in the mobile phase were
also used. The base peak intensity (BPI) chromatograms of control or
model rat serum obtained from the analysis in ESI−mode is shown
in Fig. 2. Under these conditions, the UPLC system generated peak
widths in the order of 5 s wide at the base, giving a peak capacity
in excess of 200 for the 20 min separation. Further examination of
these serum chromatograms indicated the presence of thousands
of ions corresponding to a wide range of molecular species.

A large number of peaks could be detected using the ESI−
mode as compared to using the ESI+ mode. Therefore, consider-
ing the sensitivity on the single mode, full-scan detection was set
as ESI− mode. The desolvation gas flow and temperature were
set at 700 L/h and 350 ◦C, respectively, so as to remove redundant
solvent resulting from a higher flow rate of 0.4 mL/min for mass
spectrometer. Accurate mass measurement was rendered possible

by the simultaneous but independent acquisition of reference ions
of leucine–enkephalin via the lock spray interface. This configu-
ration avoids several problems such as ion suppression and mass
interference, and therefore is suitable for non-targeted metabolic
profiling.

SOD (U/mL) MDA (�mol/L)

4** 50.90 ± 3.96* 2.18 ± 0.80***

.80 44.55 ± 6.09 5.51 ± 1.30

ondialdehyde.
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ig. 2. Typical UPLC/TOF-MS base peak intensity (BPI) chromatograms of rat serum
rom (A) control or (B) model group. Peak numbers are consistent with those in
able 3.

.3. UPLC/MS method validation

The data of precision and repeatability tests of the proposed
ethod are listed in Table 2. For the precision test, a stable reten-

ion time of the ion peaks was observed, with the variations less
han 0.28% RSD. In addition, the RSD values of peak area for
he main ions were varied from 2.21 to 6.33%. The precision of
njection reflected the stability of UPLC/MS analysis, which was
f great importance to guarantee the reliability of the acquired

etabolomic data.
The repeatability data showed that the repeatability of sample

reparation was acceptable. Almost all the corresponding ion peaks
ere presented at the same retention times, and RSD values of the
eak area for the main ions were varied from 3.47 to 11.37%. The pro-

able 2
recision and repeatability data of the proposed method.

eak no.a m/z Precision of injection (n = 6)

R. T. (min) Peak area

Mean RSD (%) Mean

1 564.3 6.37 0.21 598
3 588.3 6.75 0.20 1148
4 540.3 7.58 < 0.10 5309
7 568.4 10.04 0.28 3906
8 327.2 11.87 < 0.10 822

10 279.2 12.46 0.26 567
12 281.2 14.43 < 0.10 686
13 283.3 16.54 < 0.10 474

a Peak numbers are consistent with those in Fig. 2 and Table 3.
79 (2009) 254–259 257

posed UPLC/MS profiling method is therefore highly reproducible
and could be used for metabolomic studies.

3.4. Multivariate analysis

PLS-DA is a sophisticated supervised method in metabolomics,
which can establish the optimal position to place a discriminant
surface that separates classes best and generate the matrices of
scores and loadings. In this work, a well-fitting two-component
PLS-DA model (R2Y = 0.991, Q2Y = 0.952) was constructed to iden-
tify and reveal the differential metabolites in response to different
groups. Mean-centered and par-scaled (scaled to square root of
standard deviation) mathematical methods were performed to pre-
treat the chromatographic data sets. The obtained PLS-DA scores
plot is shown in Fig. 3(a). Clear separation of the control and model
rats could be observed, indicating that there was significant differ-
ence in serum samples collected from the two groups.

The loadings plot indicates that the most influential ions are
responsible for separation between sample classes: the ions having
the greatest influence in the PLS-DA scores plot are those farthest
away from the main cluster of ions. In turns, these compounds
might be the candidates for biomarkers. Fig. 3(b) indicates that
the possible biomarkers (totally 14) are the ions with m/z 568.4,
540.3, 588.3, 564.3, 566.3, 612.3, 480.3, 327.2, 640.3, 279.2, 281.2,
283.3, 303.2, and 255.2 in the ESI− mode. Identification of these
marker ions was then carried out by the TOF-MS accurate mass
measurement with available standards.

3.5. Identification of potential biomarkers

Benefit from the increased resolving power, TOF-MS generates
exact mass information and thus provides elemental compositions
of unknown ions with limited accuracy (routinely within 10 ppm).
Using MarkerLynx software, the potential calculated masses, mass
accuracy, DBE (total number of rings and double bonds in a
molecule), i-FIT value (the likelihood that the isotopic pattern of the
elemental composition matches a cluster of peaks in the spectrum),
and elemental compositions associated with the measured mass of
the marker ions (metabolites) were generated and studied. Here, we
take m/z 540.3263 Da (Fig. 4a) as an example to illustrate the marker
ion identification process. The isotopic pattern of the ion indicates
that it is a singly charged ion. Using a mass tolerance of 15 ppm,
four possible candidates were produced with the elemental com-
position analysis software implemented in the MarkerLynx. The
calculated masses/mDa/ppm/DBE/i-FIT/elemental compositions of

the four candidates were 540.3301/−3.8/−7.0/2/19.1/C25H51NO9P,
540.3243/2.0/3.7/11/363.3/C32H47NO4P, 540.3325/−6.2/−11.5/11/
444.7/C32H46NO6, and 540.3266/−0.3/−0.6/20/1575.4/C39H42NO,
respectively. Taking mass accuracy (mDa and ppm), DBE and i-FIT
value into consideration, the confidence of the tentative marker

Repeatability of sample preparation (n = 6)

R. T. (min) Peak area

RSD (%) Mean RSD (%) Mean RSD (%)

6.19 6.34 0.31 613 9.63
3.78 6.72 0.20 1059 6.52
2.21 7.53 0.22 5221 3.47
3.55 9.98 0.22 3860 3.73
4.83 11.75 0.11 864 8.68
6.33 12.39 0.10 546 4.14
5.72 14.32 < 0.10 684 3.92
4.66 16.43 < 0.10 483 11.27
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btained using Pareto scaling with mean centering.

ssignment to the first candidate was enhanced by the high mass
ccuracy obtained (−3.8 mDa or −7.0 ppm), fulfillment of two DBE
two double bonds), and low i-FIT value (19.1). Results from data
ining further suggested the candidate as Lyso-PC (C16:0), which
as confirmed by its authentic standard. Noticed that the lysophos-
hatidylcholines (Lyso-PCs) all have a choline group at the polar
ead and these species tend to be detected as the formate adduct
M + HCOO]−.

able 3
dentification results of potential biomarkers using TOF-MS accurate mass measurement.

o. R. T. (min) Selected ion Exact mass (Da

1 6.3 [M + HCOO]− 564.3301
2 6.5 [M + HCOO]− 612.3301
3 6.7 [M + HCOO]− 588.3301
4* 7.5 [M + HCOO]− 540.3301
5 8.0 [M + HCOO]− 566.3458
6 9.9 [M−H]− 480.3090
7 10.0 [M + HCOO]− 568.3614
8* 11.8 [M−H]− 327.2329
9* 12.1 [M−H]− 303.2329

10* 12.4 [M−H]− 279.2329
11* 13.8 [M−H]− 255.2339
12* 14.3 [M−H]− 281.2486
13* 16.4 [M−H]− 283.2637

a “↑” means a higher level of metabolites in model group as compared to the control, w
* Compounds confirmed with authentic standards.
Fig. 4. Structures and spectra of representative marker compounds. (A) Lyso-PC
(C16:0) and (B) arachidonic acid.

Using this iterative approach, 13 lipid species, including Lyso-
PCs and fatty acids (e.g., arachidonic acid (Fig. 4b) as potential
biomarkers of control and ISO-induced rats were identified
(Table 3). The biochemical mechanisms of those relevant metabo-
lites as well as the formation of MI were then investigated. However,
it should be noted that the metabolite ion at m/z 640.3 (eluted at
9.5 min) was unidentified in the present experiment. Analyses of
high-resolution MS data and isotope patterns of the ion matched

an elemental composition of C38H42NO8, which indicated that the
compound did not belong to a certain class of lipid. Further study
on this potential biomarker is needed for its structure elucidation.

) Elemental composition Metabolites identificationa

C27H51NO9P Lyso-PC, C18:2 (↓)
C31H51NO9P Lyso-PC, C22:6 (↓)
C29H51NO9P Lyso-PC, C20:4 (↓)
C25H51NO9P Lyso-PC, C16:0 (↓)
C27H53NO9P Lyso-PC, C18:1 (↓)
C23H47NO7P Lyso-PC, C15:1 (↓)
C27H55NO9P Lyso-PC, C18:0 (↑)
C22H31O2 Docosahexaenoic acid (↓)
C20H31O2 Arachidonic acid (↑)
C18H31O2 Linoleic acid (↓)
C16H31O2 Palmitic acid (↑)
C18H33O2 Oleic acid (↓)
C18H35O2 Stearic acid (↑)

hereas “↓” represents a lower level of metabolites.
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.6. Disorders of lipid metabolism

The metabolomic analysis conducted in the present study
evealed ISO-induced changes in the profiles of certain endogenous
etabolites. Correspondingly, the physiology study, including ECG

nd serum enzyme analyses confirmed the presence of substantial
I after administration of high ISO doses. In Table 3, the most of

yso-PCs were downregulated by ISO intervention, while the lev-
ls of fatty acids were changed variously. These results suggested
hat an impaired lipid metabolism plays a deleterious role in the
ormation of MI.

Lyso-PCs, as endogenous phospholipids, are very important and
articipate in the pathophysiological change of myocardial tissue
23]. Fatty acids are important constituents of all cell membranes,
ncluding endothelial and myocardial cells [24]. As shown in Table 3,
decrease in Lyso-PCs and various alterations in fatty acids in ISO-

reated rats might have been due to the breakdown of membrane
hospholipids. Accelerated phospholipids degradation resulting in
yocardial injury in ISO-treated rats has been reported previously

25]. These alterations may ascribe to the activation of phospho-
ipase A2, which mediates the release of specific fatty acids from
yso-PCs [26]. It could be presumed that several biological factors,
uch as the activation of protein kinase C (PKC) pathway, enhance
he activity of phospholipase A2 and make the decrease of Lyso-
C generation [27]. Several studies have also been demonstrated
hat the phospholipase A2 in heart was selective for arachidonic
cid containing phospholipids [28,29]. The elevations of arachi-
onic acid in serum may have more contribution to the lipotoxicity

n myocardium [30]. In any event, the various disorders of fatty acids
s well as Lyso-PC degradation indicate an underlying lipid distur-
ance is present in ISO-induced rat model that are well associated
ith the formation of MI.

. Conclusion

In this paper, a metabolomic approach based on UPLC/TOF-
S profiling and multivariate statistical method was developed to

tudy ISO-induced MI. Metabolic profiles obtained from UPLC/TOF-
S as well as the physiological results revealed distinct biochemical

hanges in ISO-induced rats. The supervised PLS-DA analysis indi-

ated clear differentiation of the control and ISO-induced rats and
otential biomarkers were then screened. 13 lipid biomarkers,

ncluding Lyso-PCs and fatty acids were then identified by the TOF-
S accurate mass measurement. These results will be very helpful

or further investigation of the pathogenesis of cardiovascular dis-

[
[
[
[
[

79 (2009) 254–259 259

eases. This study also demonstrates the metabolomic approach is a
potentially powerful tool in the area of biological research.
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a b s t r a c t

An effective electrochemiluminescence (ECL) sensor based on Nafion/poly(sodium 4-styrene sulfonate)
(PSS) composite film-modified ITO electrode was developed. The Nafion/PSS/Ru composite film was
characterized by atomic force microscopy, UV–vis absorbance spectroscopy and electrochemical exper-
iments. The Nafion/PSS composite film could effectively immobilize tris(2,2′-bipyridyl)ruthenium(II)

2+ 2+
eywords:
lectrochemiluminescence
u(bpy)3

2+

afion/PSS

(Ru(bpy)3 ) via ion-exchange and electrostatic interaction. The ECL behavior of Ru(bpy)3 immobi-
lized in Nafion/PSS composite film was investigated using tripropylamine (TPA) as an analyte. The
detection limit (S/N = 3) for TPA at the Nafion/PSS/Ru composite-modified electrode was estimated
to be 3.0 nM, which is 3 orders of magnitude lower than that obtained at the Nafion/Ru modified
electrode. The Nafion/PSS/Ru composite film-modified indium tin oxide (ITO) electrode also exhib-

n ad
on-exchange
PA

ited good ECL stability. I
timesaving.

. Introduction

Electrochemiluminescence (ECL) is a means to convert elec-
rochemical energy into radiative energy at the surface of an
lectrode via an applied potential [1,2]. ECL has been paid
onsiderable attention during the past decades due to its versa-
ility, simplified optical setup, low background signal, and good
emporal and spatial control. As a sensitive detection method,
CL has been used in high-performance liquid chromatogra-
hy (HPLC), flow injection analysis, capillary electrophoresis
CE), and microchip CE [3–8]. Among various ECL systems,
ris(2,2′-bipyridyl)ruthenium(II) (Ru(bpy)3

2+)-based ECL has been
xtensively investigated due to its superior properties including
igh sensitivity and good stability under moderate conditions in
queous solution [9].

The oxidation–reduction reaction mechanism for Ru(bpy)3
2+-

ased ECL has been well postulated by Rubinstein and Bard
lucidates that Ru(bpy)3

2+ can be regenerated in situ at the elec-
rode surface during the ECL reaction [10]. Compared with the

olution-phase ECL procedure, the immobilization of Ru(bpy)3

2+

an provide several advantages, for example, reducing the con-
umption of expensive reagent, enhancing the ECL signal, and
implifying experimental design [11]. Many approaches, such

∗ Corresponding author.
∗∗ Corresponding author. Tel.: +86 431 85262003; fax: +86 431 85689711.

E-mail addresses: liyh@cust.edu.cn (Y. Li), ekwang@ciac.jl.cn (E. Wang).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.04.009
dition, this kind of immobilization approach was simple, effective, and

© 2009 Elsevier B.V. All rights reserved.

as sol–gel entrapment [12], electrostatic attachment, layer-by-
layer self-assembly [13], and the Langmuir–Blodgett technique
[14], etc., have been adopted to fabricate solid-state ECL sen-
sors by immobilizing Ru(bpy)3

2+ on a solid surface. Quite a lot of
new materials, including cation exchange polymers [15–17], sil-
ica nanoparticles [18–20], carbon nanotubes [11,21], and metal
nanoparticles have also been developed for solid-state ECL.
However, the analytical applications of these solid-state ECL sen-
sors are very limited because they easily desorbed in organic
solvent and are unstable in positively biased potential [22].
Developing new materials and immobilization approaches still
remains significant and challenging in order to improve sen-
sitivity and the long-term stability of solid-state ECL sensor
[23].

Nafion, as an ion-exchangeable, discriminative and biocompat-
ible polymer, has inspired enormous research interests. Especially,
Nafion has been found increasing use as a membrane mate-
rial because it is very resistant to chemical attack, even by
strong oxidants at elevated temperature [24]. However, due to
the compact film construction and the slow rate of charge
transfer, the analytical applications of Nafion are limited [21].
Recently, the researchers found that many efforts have been
made to overcome the existent drawbacks via doping some

nanoparticles into the pure Nafion film, for example, CNT–Nafion
composite film [15,21], Nafion–silica composite film [16,25],
and TiO2–Nafion composite film [26]. Therefore, the Nafion-
contained composite films with good properties still need further
investigation.
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cheme 1. Schematic illustration of preparation and enhanced ECL intensity of the
roposed sensor.

In this work, the interfusion of poly(sodium 4-styrene sulfonate)
PSS) into the Nafion film was developed to fabricate the solid-
tate ECL sensor on the surface of indium tin oxide (ITO) electrode
Scheme 1). In this composite film, on one hand, Nafion is an
ffective matrix to incorporate Ru(bpy)3

2+; on the other hand, the
nterfusion of negative charge and cation exchange polyelectrolyte
SS into the Nafion film not only enhances the amount of the
u(bpy)3

2+ incorporated into the film but also accelerates the rates
f charge transfer. The Nafion/PSS/Ru composite film-modified
TO electrode showed a high sensitivity for the ECL determina-
ion of tripropylamine (TPA), and the detection limit (S/N = 3)
as estimated to be 3.0 nM, which was 3 orders of magnitude

ower than that obtained at the Nafion/Ru modified electrode. The
afion/PSS/Ru composite film-modified ITO electrode also exhib-

ted a good ECL stability. In addition, this kind of immobilization
pproach was simple, effective, and timesaving.

. Experimental

.1. Chemicals and materials

Tris(2,2′-bipyridyl)ruthenium chloride (Ru(bpy)3Cl2(6H2O)),
PA, procyclidine, poly(sodium 4-styrene sulfonate) (PSS, molecu-
ar weight = 70,000), hexaammineruthenium(III) chloride 98% and
afion (perfluorinated ion-exchange powder, 5 wt% solution in a
ixture of lower aliphatic alcohols and water) were purchased

rom Sigma–Aldrich Chemical Co. (Milwaukee, WI). Arginine, pro-
ine and bovine serum albumin (BSA) were purchased from Dingguo
iotechnology Co., Ltd. (Beijing, China). ITO-coated glass (150-nM
hick and <15 �−2-resistant) was purchased from HIVAC Technol-
gy Co., Ltd. (Shenzhen, China). All the chemicals were of analytical
eagent grade and were used as received without further purifi-
ation. Solutions were prepared with deionized water processed
ith a Milli-Q ultra-high purity water system (Millipore, Bedford,
A, USA).

.2. Apparatus and equipments

Cyclic voltammetric experiments were performed with a CH
nstruments 800 workstation (Shanghai, China). The ECL signal
roduced in the electrolytic cell was detected by a model MPI-A
apillary electrophoresis electrochemiluminescence system (Xi’an
emax Electronics Inc., Xi’an, China, and Changchun Institute
f Applied Chemistry, Chinese Academy of Sciences, Changchun,
hina). ECL intensities were measured through the bottom of the
ell with a photomultiplier tube (PMT) window, and all of them
ere enclosed in a light-tight box. The PMT was operated in current
ode unless noted, and the PMT was biased at 800 V. The working

lectrode was ITO modified with the Nafion/PSS/Ru composite film.
g/AgCl (saturated KCl) reference electrode and platinum counter
lectrode were used for all the electrochemical and ECL measure-
ents. UV–vis absorbance spectra were recorded on a Cary 500 scan

V–vis-NIR spectrophotometer (Varian, Harbor City, CA) at room

emperature. Atomic force microscopy (AFM) images were obtained
y using a SPI3800N microscope (Seiko Instruments) operating in
he tapping mode.
9 (2009) 454–459 455

2.3. Preparation of the ECL sensor

The process of preparation of the ECL sensor mainly includes two
steps. Firstly, the ITO electrodes with constant area were prepared.
Secondly, the modification of the prepared ITO electrodes with 0.5%
pure Nafion solution and Nafion/PSS suspension, respectively, and
subsequent ion-exchange in Ru(bpy)3

2+ aqueous solution were per-
formed. Finally, the needed ECL sensors were obtained.

To obtain the ITO electrodes with constant area, a photolitho-
graphic method was adopted to fabricate the electrodes, and the
preparation was according to the literature with a little modifi-
cation [7]. Briefly, a piece of ITO-coated glass was first sliced into
small slides (5 cm×1.5 cm). Before use, these slides were sonicated
sequentially for 20 min each in acetone, 10% KOH in ethanol, and
distilled water. After rinsing with ethanol, the ITO electrode was
dried under a stream of nitrogen. Positive photoresist (RZJ-390)
was applied to the ITO surface with Spin Coater (KW-4A Model)
at 2500 rpm for 30 s. Hot plates at 100 ◦C were used to prebake the
slides for 100 s. A photoresist mask containing the desired elec-
trode pattern was first designed in a computer and printer onto
a transparent film by a commercial print service with a high-
resolution laser printer (3000 dpi). The pattern was transferred
onto the photoresist layer by Lithography System (JKG-2A Model).
After removing the exposed photoresist, the plates were baked at
130 ◦C for 120 s. A wet chemical etching procedure was carried
out with mixed solutions (HCl:FeCl3:H2O = 1:3:1). After removing
the remained photoresist, the prepared ITO electrode was cleaned
by sonicating sequentially for 20 min each in acetone, 10% KOH in
ethanol, and distilled water. After that the ITO electrode was dried
under a stream of nitrogen and stored for use.

The ECL sensor was fabricated as following. Typically, a
1.0 mg/mL sample of PSS was dispersed in the same volume of
1.0 wt% Nafion solution with ultrasonication for 20 min to obtain a
homogeneous, well-dispersed solution of Nafion/PSS mixture. Two
of the prepared ITO electrodes were coated by spin-coating with
the same volume of 0.5% pure Nafion solution and Nafion/PSS sus-
pension, respectively, and the solvents were allowed to evaporate
under an infrared lamp heating for 60 s. Both of the modified ITO
electrodes were then placed in 5.0 mM Ru(bpy)3

2+ aqueous solution
for incorporation of Ru(bpy)3

2+ for 30 min (referred as Nafion/Ru
and Nafion/PSS/Ru, respectively). The prepared electrodes were
removed from the solution and rinsed thoroughly with deionized
water, and then were allowed to dry in a nitrogen stream for further
characterization and application.

3. Results and discussion

3.1. The characterization of the Nafion/PSS composite film

The preparation of Nafion film and Nafion/PSS composite film
was according to the above-mentioned method. To characterize the
property of the composite film, Ru(NH3)6

2+ was chosen as a probe
to investigate its electrochemical behavior at different electrodes
(as shown in Fig. 1). The potentials of oxidation and reduction peak
of Ru(NH3)6

2+ are at near−0.1 V and−0.2 V, respectively, which are
consistent with the previous report [27]. At the bare ITO electrode,
only a very small current peak could be observed (Fig. 1a). The peak
current obtained at the pure Nafion-modified electrode was about
2-fold greater than that obtained at bare ITO electrode (Fig. 1b),
illustrating that Nafion was an effective medium for the precon-

centration of Ru(NH3)6 . Furthermore, the peak current obtained
at the Nafion/PSS composite film-modified electrode was almost
13-fold greater than that obtained at the pure Nafion-modified elec-
trode. These phenomena may be explained by the strong cation
exchange capacity of the Nafion/PSS composite film. The observed
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ig. 1. Cyclic voltammograms of 1.0 mM Ru(NH3)6
2+ in 0.1 M phosphate buffer solu-

ion (pH 7.5) at the bare ITO electrode (a), the pure Nafion-modified electrode (b), and
he Nafion/PSS composite film-modified electrode (c). The scan rate was 50 mV/s.

istinct current changes of Ru(NH3)6
2+ at the three electrodes may

e due to the difference of the preconcentration of Ru(NH3)6
2+ in

he different film as they were placed in the same solution. Thus, it
an be seen that the Nafion/PSS composite film possibly improved
he compact film construction of Nafion and accelerated the rate
f charge transfer. The morphologies of Nafion film and Nafion/PSS
lm formed on the ITO electrode surfaces were characterized by
FM (Fig. 2). As a standard nanometer-scale imaging tool, AFM
an give reliable topographical information for the Nafion film and
afion/PSS film formed on the ITO electrode surfaces. As shown

n Fig. 2, it can be seen that the structure of Nafion film is com-
act. Compared with the pure Nafion film, the interfusion of PSS

nto Nafion induced an evident change of the compact construction,

nd the structure of Nafion/PSS film is loose and porous, which is
avorable for the construction of solid-state ECL sensor.

To confirm the accelerated charge transfer, the diffusion coef-
cients, at which rates the electro-active molecules diffuse to the
urface of an electrode [28], were measured in Ru(NH3)6

2+ solution

Fig. 2. Typical AFM images of Nafion film (A) and Nafion/P

able 1
iffusion coefficients of 1.0 mM Ru(NH3)6

2+ at the Nafion composite film-modified ITO el

lectrode Diffusion coefficients (cm2 s−1)

afion 1.16×10−7

afion/PSS 10.3×10−7

lectrode area: 0.196 cm2.
9 (2009) 454–459

at the Nafion composite film-modified electrode and the Nafion/PSS
composite film-modified electrode, respectively. The results are
shown in Table 1. Plots of ipa versus the square root of the scan
rate (�1/2) for 1.0 mM Ru(NH3)6

2+ at both modified electrodes are
linear, indicating that the oxidation of Ru(NH3)6

2+ in aqueous
solution is diffusion controlled. The diffusion coefficients at the
Nafion composite film-modified ITO electrode (0.196 cm2) and at
the Nafion/PSS composite film-modified ITO electrode (0.196 cm2)
are estimated to be 1.16×10−7 cm2 s−1 and 10.3×10−8 cm2 s−1,
respectively, which apparently means that the diffusion rate of
Ru(NH3)6

2+ to the surface of the Nafion/PSS composite film-
modified ITO electrode is accelerated.

3.2. The characterization of the Nafion/PSS/Ru composite film

The fabrication of the sensor was used according to the above-
mentioned method. To verify that the Ru(bpy)3

2+ was veritably
incorporated into the Nafion/PSS composite film, the UV–vis
absorbance spectroscopy experiment was employed and the result
is depicted in Fig. 3. A characteristic absorption band at 456 nm is
observed in the spectrum, which is in good agreement with previ-
ous works and confirms the successful incorporation of Ru(bpy)3

2+

[29]. It is worthy to note that the band at 456 nm should be the
characteristic metal-to-ligand electron transfer band of Ru(bpy)3

2+

[30].
To check the electrochemical behavior of Nafion/PSS/Ru com-

posite film-modified electrode, the cyclic voltammograms (CV)
were recorded after the electrodes had reached a steady-state
response in the solution. As shown in Fig. 4a, almost no
electrochemical response was observed for the bare ITO elec-
trode. Compared with the bare ITO electrode, distinguishable
responses appeared at the Nafion/Ru modified electrode and at the
Nafion/PSS/Ru composite-modified ITO electrode (Fig. 4b and c),
and the corresponding charge current obtained at these two elec-

trodes were obviously larger than that obtained at the bare ITO
electrode, indicating that Nafion was an effective medium for the
incorporation of Ru(bpy)3

2+. Fig. 4c exhibits a large redox wave
with oxidation peak at near 1.25 V, which was the characteristic
redox wave of Ru(bpy)3

2+. This result further indicated that a large

SS film (B) formed on the surfaces of ITO electrode.

ectrode and the Nafion/PSS composite film-modified ITO electrode.

Regression correlation Correlation coefficients (R2)

y = 1.79×10−6 ×+0.503×10−6 0.992
y = 5.36×10−6 ×+0.277×10−6 0.998
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ig. 3. UV–vis absorbance spectra of the Nafion/PSS/Ru composite-modified ITO
lectrode.

mount of Ru(bpy)3
2+ had been incorporated into the Nafion/PSS

omposite film after immersing in the Ru(bpy)3
2+ aqueous solution.

afion contains a hydrophobic domain or phase composed of fluo-
ocarbon skeleton and an ionized sulfonate group [21], meanwhile
SS is a negative charge and cation-exchangeable polyelectrolyte.
hus, a hydrophobic cation such as Ru(bpy)3

2+ can be easily incor-
orated into the composite film composed of Nafion and PSS via
n ion-exchange process and electrostatic adsorption. Moreover,
he strong interaction between Ru(bpy)3

2+ and PSS leads to the
ormation of a large ion-association complex, which can avoid the
eaching of Ru(bpy)3

2+ from the composite matrix [31].
Meanwhile, compared with the Nafion/Ru modified electrode,

he oxidation potential of Ru(bpy)3
2+ was positively shifted by ca.

0 mV at the Nafion/PSS/Ru composite film-modified electrode.
his phenomenon is consistent with that observed in the previous
ork [21,26,32], which should be attributed to the huge iR effects

esulting from the resistance of Nafion film and the large area of
afion/PSS composite film.

Subsequently, the CVs of Nafion/PSS/Ru modified electrode at
ifferent scan rates in 0.1 M phosphate solution were recorded

Fig. 5), and the relationship between the oxidation peak currents
nd the square root of scan rates is shown in the inset of Fig. 5. It
an be seen that the anodic peak currents are proportional to the
quare root of the scan rates in the range of 50–150 mV, indicating

ig. 4. Cyclic voltammograms of the bare ITO electrode (a), the Nafion/Ru modified
TO electrode (b), and the Nafion/PSS/Ru composite film-modified ITO electrode (c)
n 0.1 M phosphate buffer solution (pH 7.5) with a scan rate of 50 mV/s.
Fig. 5. Cyclic voltammograms of Nafion/PSS/Ru modified electrode at various scan
rates: (a) 50 mV/s, (b) 75 mV/s, (c) 100 mV/s, and (d) 150 mV/s in 0.1 M phosphate
buffer solution (pH 7.5). The inset is the relationship between the anodic peak cur-
rents and the square root of the scan rates.

that the electrochemical behavior of Ru(bpy)3
2+ was controlled by

diffusion in the Nafion/PSS composite film. Similar diffusion con-
trol phenomena of Ru(bpy)3

2+ in surface layers have been reported
for pure Nafion film [33] and CNT/Nafion composite film [21].

The Ru(bpy)3
2+–TPA system has been well studied in solution,

which usually gives ca. 10-fold higher ECL signals compared with
other commonly used reductants, such as oxalate [34,35]. Here, the
ECL–potential curves of Nafion/PSS/Ru modified electrode in the
presence and absence of 1.0 �M TPA in 0.1 M phosphate buffer solu-
tion (pH 7.5) are shown in Fig. 6. The onset of luminescence occurs
near 1.1 V, and then the ECL intensity rises steeply until it reaches
a maximum near 1.25 V, which is consistent with the oxidation
potential of Ru(bpy)3

2+. The ECL intensity is high up to ca. 2700 a.u.,
and the ECL response at the composite film-modified electrode
is very fast. It may be attributed to the special structure of the
Nafion/PSS composite film, and in which Ru(bpy)3

2+ could scatter
equably [36]. The corresponding ECL–time curves of Nafion/PSS/Ru
modified electrode were recorded in the presence and absence of

TPA (as shown in the inset of Fig. 6). It can be clearly seen that the
ECL signal of Ru(bpy)3

2+ increases greatly in the presence of TPA,
and the intensity is almost 15-fold greater than that obtained in the
absence of TPA, owing to the ECL reaction of Ru(bpy)3

2+ with TPA.

Fig. 6. The ECL–potential curves of Nafion/PSS/Ru modified electrode in the absence
(dot line) and presence (solid line) of 1.0 �M TPA in 0.1 M phosphate buffer solution
(pH 7.5), and the inset are their corresponding ECL–time curves. The scan rate was
50 mV/s.
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ig. 7. The ECL behavior of Nafion/PSS/Ru modified electrode in presence of (a)
.01 �M, (b) 0.05 �M, (c) 0.10 �M, (d) 0.50 �M, (e) 1.0 �M, (f) 3.0 �M, and (g) 5.0 �M
PA at the scan rate of 50 mV/s. The inset is the calibration curve of TPA.

simplified reaction scheme is given below [14].

u(bpy)3
2+ − e− → Ru(bpy)3

3+ (1)

PA− e− → [TPA•]+ → TPA• +H+ (2)

u(bpy)3
3+ + TPA• → Ru(bpy)3

•2+ + products (3)

u(bpy)3
•2+ → Ru(bpy)3

2+ + hv (4)

.3. Sensitivity, selectivity and stability

For the sensitivity study, the Nafion/PSS composite film-based
olid-state ECL sensor was used to determine TPA. The ECL
esponses of the sensor in different concentration of TPA were
ecorded (Fig. 7). Calibration curves for TPA are also shown in the
nset of Fig. 7. Such data are an average of ECL signals obtained by
hree times cyclic potential scans (50 mV/s) at a given TPA concen-
ration. The linear range is from 10 nM to 5.0 �M (R2 = 0.996) and the
etection limit (S/N = 3) is estimated to be 3.0 nM, which is 3 orders
f magnitude lower than that obtained at the Nafion/Ru modified

lectrode [33].

In order to realize what other compounds can be detected by
his sensor, some experiments were performed to determine the
electivity or reveal potential analytes. All the following samples,
ncluding tripropylamine, oxalate, arginine, proline, procyclidine,

ig. 8. ECL intensities observed for compounds (0.1 �M) in selectivity study with
MT biased at 800 V. (A) TPA, (B) oxalate, (C) arginine, (D) proline, (E) procyclidine,
F) lidocaine and (G) BSA.
Fig. 9. The ECL intensity–time curves of Nafion/PSS/Ru modified electrode in the
absence (dot line) and presence (solid line) of 1.0 �M TPA at room temperature. The
scan rate was 50 mV/s.

lidocaine and bovine serum albumin were prepared in the con-
centration of 1.0 �M in 0.1 M phosphate buffer solution (pH 7.5).
The results are listed in Fig. 8, from which we can sum up a con-
clusion, generally speaking, compounds containing tertiary amino
group can be detected by this ECL sensor.

Fig. 9 shows the ECL intensity–potential curves of the Nafion/PSS
composite film-based solid-state ECL sensor in 0.1 M phosphate
buffer solution (pH 7.5) with and without 1.0 �M TPA under contin-
uous CV for 15 cycles. The relative standard deviation of ECL peak
height is 1.38%, which reflects the good stability of the Nafion/PSS
composite film-based solid-state ECL sensor. This result is possibly
attributed to the synergetic effect of Nafion and PSS. Furthermore,
the electrostatic interaction between negatively charged PSS and
positively charged Ru(bpy)3

2+ may have a certain effect on the sta-
bility of this sensor.

4. Conclusions

The coupling of organic cation exchange polymer (Nafion) with
negative polyelectrolyte (PSS) provides an effective approach to
immobilize ECL reagent–Ru(bpy)3

2+ to fabricate the solid-state sen-
sor. Herein, both Nafion and PSS can incorporate Ru(bpy)3

2+ by
ion-exchange, moreover, the negative charge PSS could immobilize
Ru(bpy)3

2+ by virtue of electrostatic interactions. Compared with
the pure Nafion film, the interfusion of PSS into Nafion takes some
advantages. On one hand, it could enhance the stability of ECL sen-
sor due to the strong ability of ion-exchange; on the other hand, it
could greatly overcome the drawback of slow mass transfer due to
changing the compact construction of Nafion film, which results in
the improvement of detection sensitivity. The solid-state ECL sen-
sor based on the Nafion/PSS composite film also enhanced the ECL
intensity of Ru(bpy)3

2+ and exhibited good ECL stability, because
the composite film immobilized a large amount of Ru(bpy)3

2+.
Furthermore, the present ECL sensor has great potentials in appli-
cations for CE, HPLC, and microfluidics.
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a b s t r a c t

A modified electrode Ni(II)–BA–MWCNT-PE has been fabricated by electrodepositing nickel(II)–baicalein
[Ni(II)–BA] complex on the surface of multi-wall carbon nanotube paste electrode (MWCNT-PE) in alkaline
solution. The Ni(II)–BA–MWCNT-PE exhibits the characteristic of improved reversibility and enhanced
current responses of the Ni(III)/Ni(II) couple compared with Ni(II)–BA–CPE. It also shows good elec-
vailable online 5 April 2009

eywords:
ydrazine
ickel

trocatalytic activity toward the oxidation of hydrazine. Kinetic parameters such as the electron transfer
coefficient ˛, rate constant ks of the electrode reaction, the diffusion coefficient D of hydrazine and the cat-
alytic rate constant kcat of the catalytic reaction are determined. Moreover, the catalytic currents present
linear dependence on the concentration of hydrazine from 2.5 �M to 0.2 mM by amperometry. The detec-

re 0.8 −1

oper

aicalein
ulti-wall carbon nanotubes

hemically modified electrode

tion limit and sensitivity a
determination is of the pr

. Introduction

Hydrazine and its derivatives are familiar reducing agents. They
re widely used in industry and agriculture as fuel cells, insecti-
ides, explosives, rocket propellants, metal film manufactures and
hotographic chemicals [1]. Hydrazine also has carcinogenic and
epatotoxic effect and can be absorbed through skin, affects blood
roduction, causes liver and kidney damages [2]. Therefore, the
etermination of hydrazine is of practical importance. Hitherto,
arious methods including titrimetry [3], potentiometry [4], flu-
rimetry [5], spectrophotometry [6] and chemiluminescence [7]
ave been reported for the determination of hydrazine. Voltam-
etric method possesses many advantages as high sensitivity,

ood selectivity, rapid response and simple operating procedure,
t is a competitive alternative for the determination of hydrazine.
ecause of the large overpotential of hydrazine at conventional
lectrodes, various inorganic and organic materials have been mod-
fied on the electrode surface to enhance the electron transfer rate
nd to reduce the overpotential for the oxidation of hydrazine
8–14].

Considering that nickel macrocyclic complexes can be easily

lectropolymerized onto an electrode surface in alkaline solution
o form modified electrodes. This kind of modified electrode shows
igh catalytic activity toward electro-oxidation of organics con-
aining OH and NH2 groups, such as methanol, carbohydrates and

∗ Corresponding author. Tel.: +86 29 8830 3448; fax: +86 29 8830 3448.
E-mail address: songjunf@nwu.edu.cn (J.-f. Song).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.056
�M and 69.9 �A mM , respectively. The modified electrode for hydrazine
ty of simple preparation, good stability, fast response and high sensitivity.

© 2009 Elsevier B.V. All rights reserved.

amino acids [15–17]. Additionally, baicalein (BA, structure shown
in Scheme 1), a flavonoid, possesses biological activities including
antioxidant, anti-tumor, anti-HIV and anti-neurotoxicity [18–21].
It is also known to complex with various metal cations including
Ni(II) to form stable compounds [22]. So far, few reports investi-
gate the redox behavior of BA. Zhu et al. investigated the oxidation
behavior and some biological activities of BA at a glassy carbon
electrode [23]. Vestergaard et al. investigated the redox behavior
and copper-chelating properties of BA at disposable pencil graphite
electrodes [24]. However, to our knowledge, there is no report about
metal–baicalein complex modified electrode.

On the other hand, carbon nanotubes (CNT) have been widely
applied as electrode material due to their high surface area and out-
standing ability to mediate fast electron-transfer kinetics for a wide
range of electroactive species [25–27]. CNT composite materials can
further enhance electrode’s electrocatalytic ability. For example,
meldola’s blue functionalized carbon nanotube electrode for the
oxidation of NADH [28], nano-ZnO/MWCNT/chitosan nanocompos-
ite for the detection of sequence-specific of PAT gene [29], and so on
[30,31]. These composite materials have gained growing interest in
the electroanalytical field.

Thus, in the present work, Ni(II)–BA complex and multi-wall
carbon nanotubes (MWCNT) were both employed to prepare a com-
posite material chemically modified electrode Ni(II)–BA–MWCNT-

PE by electrodepositing Ni(II)–BA complex on the surface of
multi-wall carbon nanotube paste electrode (MWCNT-PE). The
electrochemical behavior of Ni(II)–BA–MWCNT-PE and the electro-
catalytic activity to the oxidation of hydrazine were investigated by
cyclic voltammetry and chronoamperometry.
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Scheme 1. Structure formula of baicalein.

. Experimental

.1. Materials

BA (purity > 98%) was purchased from Panya Chemical Co. Ltd.
Shanghai, China). 1.0 mM BA was prepared by 0.1 M NaOH solu-
ion. The stock solution of 10 mM Ni(II) ion was prepared by 2.5%
mmonia solution and was diluted to 0.5 mM with 0.1 M NaOH
olution before experiment. MWCNT (diameter: 10–20 nm, length:
–2 �m, purity: >95%) was purchased from Shenzhen Nanotech
ort Co. Ltd. (Shenzhen, China) and used without further purifica-
ion. Graphite powder (spectral pure) was purchased from Beijing
hemical Reagent Factory (Beijing, China). All the chemicals used
ere of analytical-reagent grade. Twice-distilled water was used

hroughout the experiments.

.2. Apparatus

Electrochemical measurements were carried out on CHI 660A
lectrochemical workstation (Chenhua Instrumental Company,
hanghai, China) controlled by a personal computer. A conventional
hree-electrode system was employed, including a homemade
i(II)–BA–MWCNT-PE working electrode, a saturated calomel ref-
rence electrode (SCE) and a platinum wire counter electrode. All
he potentials quoted in the present work were referred to SCE. All
xperiments were carried out at room temperature.

.3. Electrode preparation

The MWCNT-PE was prepared by mixing MWCNT and paraffin
il in a ratio of 3:2 (w/w) in a mortar. A portion of the resulting
aste was packed firmly into the cavity (1.6 mm diameter) of a
TFE tube. The conventional carbon paste electrode (CPE) was pre-
ared in a similar way by mixing graphite powder with paraffin oil.
he electric contact was established via a copper wire. The surface

f electrode was smoothed on a weighing paper and rinsed with
ater. The efficient area of the MWCNT-PE was about 1.9 times as

arge as that of the CPE using K3Fe(CN)6 as a probe according to
andles–Sevcik equation.

Fig. 2. SEM images of MWCNT-PE (A
Fig. 1. Multicycle voltammograms of MWCNT-PE in 0.1 M NaOH solution containing
1.0 mM BA and 0.5 mM Ni(II) ion. Scan rate: 0.1 V s−1, potential range: 0.2–0.7 V.

Ni(II)–BA–MWCNT-PE was prepared by the following proce-
dure: MWCNT-PE was placed in 0.1 M NaOH solution containing
1.0 mM BA and 0.5 mM Ni(II) ion and scanned consecutively
between 0.2 and 0.7 V at scan rate of 0.1 V s−1 for 25 cycles.
BA–MWCNT-PE and Ni(II)–MWCNT-PE were prepared by the same
way as Ni(II)–BA–MWCNT-PE in 1.0 mM BA or 0.5 mM Ni(II) ion,
respectively. Also, the Ni(II)–BA–CPE was prepared by the same
way as Ni(II)–BA–MWCNT-PE but the substrate electrode was
a CPE.

3. Results and discussion

3.1. The preparation and electrochemical behavior of
Ni(II)–BA–MWCNT-PE

Consecutive cyclic voltammograms of MWCNT-PE in 0.1 M NaOH
solution containing 1.0 mM BA and 0.5 mM Ni(II) ion are shown
in Fig. 1. On the first cycle, an oxidation peak Pa1 at +0.60 V cor-
responding to the oxidation of BA [23,24] was observed. On the
second cycle, peak Pa1 disappeared. Concomitantly, an anodic peak
Pa2 at 0.51 V and a cathodic peak Pc2 at 0.37 V were observed. While
a2 c2
ually, and a uniform adherent blue polymer film was observed
on the electrode surface. Moreover, SEM images of MWCNT-PE
and Ni(II)–BA–MWCNT-PE (Fig. 2) also show the different surface
morphologies of the two electrodes. These facts indicated that poly-

) and Ni–BA–MWCNT-PE (B).



L. Zheng, J.-f. Song / Talanta 79 (2009) 319–326 321

sition

[
N
c
a

p

t
o
d
r
t
i
a

w
N
P
N
t
o
u
p
p
a
a

F
N

Scheme 2. The possible depo

Ni(II)–BA] film was deposited on the surface of MWCNT-PE, and
i(II)–BA–MWCNT-PE was prepared. The possible deposition pro-
ess of poly-[Ni(II)–BA] and redox process of the modified electrode
re expressed as Scheme 2 and Eq. (1):

oly-Ni(II)(OH)2BA+OH− � poly-Ni(III)(OOH)BA+H2O+ e− (1)

In other words, the mechanism of film formation was probably
hat BA was first oxidized to a corresponding o-quinone derivative
f BA (peak Pa1) [23,24]. The o-quinone derivative and the interme-
iate free radicals of BA could undergo a variety of intermolecular
eactions, leading to a polymeric structure [32] and deposited on
he MWCNT-PE surface. And then the complexation of Ni(II) ion
n the structure made the film conductive (peaks Pa2 and Pc2) and
llowed the growth of a multi-layer system.

Moreover, the voltammetric behavior of Ni(II)–BA–MWCNT-PE
as examined and compared with those of BA–MWCNT-PE and
i(II)–BA–CPE. Fig. 3 shows cyclic voltammograms of BA–MWCNT-
E (a), Ni(II)–BA–MWCNT-PE (b) and Ni(II)–BA–CPE (c) in 0.1 M
aOH solution at scan rate of 0.1 V s−1. At BA–MWCNT-PE, no elec-

rochemical response was observed. This was due to the passivation
f the electrode surface by the irreversibly adsorbed oxidation prod-
ct of BA. At Ni(II)–BA–MWCNT-PE, a pair of well-defined redox

eaks with large peak current response (Ipa = 46.6 �A) and small
eak potential separation (�Ep = 106 mV) were observed. However,
t Ni(II)–BA–CPE, the current response was smaller (Ipa = 22.3 �A)
nd the peak potential separation was larger (�Ep = 129 mV). These

ig. 3. Cyclic voltammograms of BA–MWCNT-PE (a), Ni(II)–BA–MWCNT-PE (b) and
i(II)–BA–CPE (c) in 0.1 M NaOH solution at scan rate of 0.1 V s−1.
process of poly-[Ni(II)–BA].

results indicated that the anodic and cathodic peaks observed were
from the redox reaction of the Ni(III)/Ni(II) couple in the elec-
trode surface. Also, the reversibility and electrochemical response
of Ni(III)/Ni(II) couple in Ni(II)–BA–MWCNT-PE were improved.
These characters of Ni(II)–BA–MWCNT-PE resulted from the fol-
lowing contributions. Both BA and its oxidation product acted
as ligand for immobilizing Ni(II) ions on the electrode sur-
face. And the presence of MWCNT supplied larger surface area
to allow more deposition of poly-[Ni(II)–BA] and to accelerate
electron transfer between poly-[Ni(II)–BA] and the substrate elec-
trode.

The influence of scan rate � in a wide range of 0.01–1.8 V s−1

to the electrochemical behavior of Ni(II)–BA–MWCNT-PE was also
investigated (Fig. 4A). As shown, the peak current Ip increased with
the increase of scan rate and were proportional to scan rate � below
0.1 V s−1 (Fig. 4B), which indicated a surface confined redox process.
According to the following equation [33]:

Ip = n2F2vA�c

4RT
(2)

where Ip was the peak current, A the electrode surface area,
the other symbols had their usual meanings, the surface cover-
age concentration (� c) of poly-[Ni(II)–BA] was calculated to be
2.1×10−8 mol cm−2, corresponding to the presence of multi-layer
of surface species. When � > 0.1 V s−1, the peak currents became
proportional to the square root of scan rate � (Fig. 4C), signifying
the dominance of a diffusion process, which reflected the relatively
slower diffusion process of OH- rather than the charge-transfer pro-
cess of Ni(III)/Ni(II) couple [16,17].

Moreover, at higher scan rates, peak-to-peak separation
increased evidently, and the peak potential Ep was proportional
to the logarithm of scan rate for �≥0.6 V s−1 (Fig. 4D), indicating
the limitation of charge-transfer kinetics. Based on the Laviron the-
ory [34], the electron transfer coefficient ˛ could be calculated.
For cathodic and anodic peaks, the slopes of Ep versus log � were
−0.080 and 0.136, respectively. The calculated value of ˛ was 0.65.
According to the following equation:

log ks = ˛ log(1− ˛)+ (1− ˛) log ˛− log
RT

nFv
− ˛(1− ˛)nF�Ep

2.3RT
(3)

where ks was the rate constant of electrode reaction, other symbols
had their conventional meanings, ks was calculated to be 2.21 s−1.

3.2. Electrocatalytic oxidation of hydrazine at

Ni(II)–BA–MWCNT-PE

The voltammetric behaviors of Ni(II)–BA–MWCNT-PE, MWCNT-
PE, BA–MWCNT-PE, Ni(II)–MWCNT-PE and Ni(II)–BA–CPE in the
absence and the presence of 2.0 mM hydrazine are shown in



322 L. Zheng, J.-f. Song / Talanta 79 (2009) 319–326

F t vari
1 �.

F
s
o
t
a
a
t
N
h
o
i
o
o
6
t
(
[
c
N
c
f

ig. 4. (A) Cyclic voltammograms of Ni(II)–BA–MWCNT-PE in 0.1 M NaOH solution a
.0, 1.2, 1.4, 1.6, 1.8 V s−1. (B) Plot of Ip vs. �. (C) Plot of Ip vs. v1/2. (D) Plot of Ep vs. log

ig. 5. At Ni(II)–BA–MWCNT-PE, a pair of redox peaks corre-
ponded to the Ni(III)/Ni(II) couple was observed in the absence
f hydrazine (Fig. 5A, curve a). After addition of 2.0 mM hydrazine,
he anodic peak current increased noticeably accompanied by

decrease in cathodic peak current (Fig. 5A, curve b), and the
nodic peak current was linear with hydrazine concentration in
he range of 0.05–2.5 mM (Fig. 6). These facts indicated that
i(II)–BA–MWCNT-PE had catalytic activity toward the oxidation of
ydrazine. Under the same experimental conditions, the oxidation
f hydrazine at MWCNT-PE and BA–MWCNT-PE involved increase
n the background current but no defined anodic peaks were
bserved (Fig. 5B and C). The peak current of the electrocatalytic
xidation of hydrazine at Ni(II)–MWCNT-PE and Ni(II)–BA–CPE was
.09 �A (Fig. 5D, curve h) and 51.5 �A (Fig. 5E, curve j), respec-
ively, which were much lower than that at Ni(II)–BA–MWCNT-PE
118 �A, Fig. 5A, curve b). These results clearly indicated that poly-
Ni(II)–BA] and MWCNT composite material could improve the
haracteristic of hydrazine oxidation. The catalytic center was the
i(III)/Ni(II) couple in the poly-[Ni(II)–BA]. And the oxidation pro-
ess of hydrazine at Ni(II)–BA–MWCNT-PE could be expressed as
ollows:
(4)
ous scan rates (from inner to outer): 0.01, 0.02, 0.04, 0.06, 0.08, 0.1, 0.2, 0.4, 0.6, 0.8,

In order to get more information about the catalytic mechanism,
cyclic voltammetry and chronoamperometry were conducted.

Cyclic voltammograms of 2.0 mM hydrazine at different scan
rates � (Fig. 7A) show that the anodic peak currents were pro-
portional to the square root of scan rate � (Fig. 7B). It indicated
that at sufficient potential, the electrocatalytic process was con-
trolled by hydrazine diffusion to the electrode/solution interface
and depended on the hydrazine concentration in bulk solution,
which was fit for quantitative applications. The peak potential for
the catalytic oxidation of hydrazine shifted to more positive val-
ues with the increase of scan rate �, suggesting that there was a
kinetic limitation in the reaction between the redox sites of poly-
[Ni(II)–BA] and hydrazine.

Furthermore, chronoamperometry was used to estimate the dif-
fusion coefficient of hydrazine (Fig. 8). For an electroactive material
with a diffusion coefficient D, the current response under diffusion
control was described by Cottrell equation [35]:

I = nFAD1/2c�−1/2t−1/2 (5)

where D and c were the diffusion coefficient (cm2 s−1) and bulk
concentration (mol cm−3) of hydrazine, respectively; A was the

electrode area; n was the total number of electrons transfer in the
oxidation of hydrazine (n = 4 [1,14]); I was the current controlled
by the diffusion of hydrazine. From the slopes of I versus t −1/2

relationship (Fig. 8B), the average value of D was calculated to be
3.58×10−5 cm2 s−1.
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ig. 5. Cyclic voltammograms of (A) Ni(II)–BA–MWCNT-PE, (B) MWCNT-PE, (C) BA–
he presence (b, d, f, h, j) of 2.0 mM hydrazine in 0.1 M NaOH solution at scan rate o

Chronoamperometry was also used for the evaluation of the
atalytic rate constant kcat [8,13]. At intermediate time, when the
xidation current was dominated by the rate of the electrocatalytic
eaction of hydrazine, the catalytic current Icat could be written as
ollows:

Icat 1/2 1/2
IL
= � (kcatc0t) (6)

here Icat and IL were the oxidation currents in the presence and the
bsence of hydrazine, respectively. kcat, c0 and t were the catalytic
ate constant (M−1 s−1), the bulk concentration (M) of hydrazine
NT-PE, (D) Ni(II)–MWCNT-PE and (E) Ni(II)–BA–CPE in the absence (a, c, e, g, i) and
s−1.

and time elapsed (s). From the slope of Icat/IL versus t1/2 relation-
ship (Fig. 8C), kcat was calculated to be 4.78×104 M−1 s−1 for the
concentration of 1.0 mM hydrazine, which was higher than those
reported [8,13].

3.3. Amperometric detection of hydrazine at

Ni(II)–BA–MWCNT-PE

Based on the voltammetric results described above, amperomet-
ric current–time response was recorded to estimate the calibration
curve and the detection limit for hydrazine determination at
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ig. 6. (A) Cyclic voltammograms of Ni(II)–BA–MWCNT-PE at scan rate of 0.1 V s−1

.05 mM, (c) 0.10 mM, (d) 0.15 mM, (e) 0.20 mM, (f) 0.50 mM, (g) 1.0 mM, (h) 1.5 mM

i(II)–BA–MWCNT-PE. The typical hydrazine amperogram during
he successive addition of 2.5 �L of 5.0 mM hydrazine into contin-
ously stirred 5.0 mL 0.1 M NaOH solution is shown in Fig. 9. As
hown, a well-defined amperometric response with the response
ime less than 5 s was observed, demonstrating stable and efficient
atalytic ability of Ni(II)–BA–MWCNT-PE. The response current was
inear with the hydrazine concentration from 2.5 �M to 0.2 mM

ith a slope of 69.9 �A mM−1 and linear correlation coefficient of
.999. The detection limit was 0.8 �M (3 �/s, where � was the stan-
ard deviation of the intercept and s was the slope of the calibration
urve). The analytical characteristics of Ni(II)–BA–MWCNT-PE were
ompared with those reported in the literature, as shown in
able 1.

.4. Interferences
In order to evaluate the selectivity of the proposed method, the
nfluence of various substances on the determination of hydrazine
as studied under the optimum conditions. The tolerable limit
as defined as the concentrations of interfering substances that

aused an error less than ±5.0% for the determination of 10 �M

ig. 7. (A) Cyclic voltammograms of Ni(II)–BA–MWCNT-PE in 0.1 M NaOH solution contain
.080, 0.10, 0.20, 0.30, 0.40 V s−1. (B) Plot of Ipa vs. v1/2.
M NaOH solution containing different concentration of hydrazine: (a) 0.00 mM, (b)
.0 mM and (j) 2.5 mM. (B) Plot of Ipa vs. chydrazine.

of hydrazine. The results showed that 100-fold K+, Ba2+, Ca2+, F−,
SO4

2−, PO4
3−; 50-fold Mg2+, Al3+, NO3

−, Cl−, SCN−; 10-fold Pb2+,
Fe2+, Co2+, Zn2+, NO2

−, CO3
2− did not interfere with the determina-

tion. The results proved that the proposed method had acceptable
selectivity.

3.5. Application to real sample analysis

In order to further elucidate the application of the proposed
method, the amount of hydrazine in wet preservation solution
of boiler was determined. The samples were also analyzed by a
standard method based on p-dimethylamino benzaldehyde reac-
tion [36] for comparison. The results obtained by the proposed
method were in good agreement with those obtained by the stan-
dard method (Table 2).
3.6. Stability and reproducibility

The stability and the reproducibility of Ni(II)–BA–MWCNT-
PE were studied in 0.1 M NaOH solution. A set of 15 replicate
measurements for 2.5 �M hydrazine yielded a relative standard

ing 2.0 mM hydrazine at various scan rates (from a to i): 0.010, 0.020, 0.040, 0.060,
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ig. 8. (A) Chronoamperograms of Ni(II)–BA–MWCNT-PE in 0.1 M NaOH solution co
C) Plot of Icat/IL vs. t1/2 for 1.0 mM hydrazine.
eviation (R.S.D.) of 1.8%. Five pieces of Ni(II)–BA–MWCNT-PE
ere prepared and the R.S.D. for the individual determination of
.2 mM hydrazine was 3.2%. The long-term stability of the mod-

fied electrode was tested after stored under dry condition at

ig. 9. (A) Amperometric response of Ni(II)–BA–MWCNT-PE in 0.1 M NaOH solution by s
hydrazine.
ng (a) 0 mM, (b) 1.0 mM, (c) 2.0 mM and (d) 3.0 mM hydrazine. (B) Plot of I vs. t −1/2.
room temperature for 30 days and no significant change in current
responses was observed. Thus, the Ni(II)–BA–MWCNT-PE exhibited
acceptable stability and reproducibility for hydrazine measure-
ment.

uccessive addition of 2.5 �M hydrazine. Applied potential: +0.65 V. (B) Plot of I vs.
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Table 1
Comparison of analytical characteristics of various modified electrodes for the electrocatalytic oxidation of hydrazine.

Electrode pH Linear range (�M) Detection limit (�M) Sensitivity (�M mM−1) Reference

Chlorogenic acid–GCE 7.5 50–3000 – 5.43 [1]
NiHCF–GWEa 7.0 2.4–8200 1 1130 [9]
Pd–CILEb 7.0 5–800 0.82 12.2 [10]
FePc–SAM–AuEc 13.3 13–92 5 16.2 [11]
DHsalophen–GCEd 7.0 10–400 1.6 17.04 [12]
Quinizarine–GCE 2.0 0.2–10 – – [13]
Curcumin–MWCNT–GCE 8.0 2–44 1.4 22.9 [14]
Ni(II)–BA–MWCNT-PE 13 2.5–200 0.8 69.9 This work

a Nickel hexacyanoferrate modified amine functionalized graphite–wax composite electrode.
b Palladium nanoparticles modified carbon ionic liquid electrode.
c Iron phthalocyanine (FePc) complex-linked-mercaptopyridine–SAM–modified gold e
d N,N′-bis(dihydroxybenzylidene)-1,2-diaminobenzene modified GCE.

Other symbols had their conversional meanings.

Table 2
Determination results of hydrazine in wet preservation solution of boiler.

Sample Hydrazine found (mg/L)a Relative error (%)

Proposed method Standard method

1 180.2 ± 1.7 177.3 ± 2.5 1.6
2
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3995.
176.9 ± 3.1 181.0 ± 1.9 2.3
178.5 ± 2.1 182.2 ± 2.6 2.0

a Average of five measurements±R.S.D.

. Conclusions

A new composite material modified electrode Ni(II)–BA–
WCNT-PE was prepared by electrodepositing Ni(II)–BA complex

n the surface of MWCNT-PE in alkaline solution. The combination
f unique properties of MWCNT and Ni(II)–BA complex resulted in
he improvement of both the reversibility and current responses of
i(II)–BA–MWCNT-PE due to their remarkable synergistic augmen-

ation on the electrochemical responses. The Ni(II)–BA–MWCNT-PE
lso exhibited enhanced electrocatalytic activity toward the oxida-
ion of hydrazine. Some kinetic parameters, such as the electron
ransfer coefficient ˛, rate constant ks of the electrode reaction, the
iffusion coefficient of hydrazine D and the catalytic rate constant
cat of the catalytic reaction were calculated. A sensitive ampero-
etric method was proposed for the determination of hydrazine
ith the advantages of fast response, high sensitivity and good

eproducibility.
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a b s t r a c t

A CPE-HPLC (UV) method has been developed for the determination of Prometryne. In this method, non-
ionic surfactant Triton X-114 was first used to extract and pre-concentrate Prometryne from water and
soil samples. The separation and determination of Prometryne were then carried out in an HPLC–UV
system with isocratic elution using a detector set at 254 nm wavelength. The parameters and variables
eywords:
rometryne
loud-point extraction
ltrasonic extraction

that affected the extraction were also investigated and the optimal conditions were found to be 0.5%
of Triton X-114 (w/v), 3% of NaCl (w/v) and heat-assisted at 50 ◦C for 30 min. Using these conditions,
the recovery rates of Prometryne ranged from 92.84% to 99.23% in water and 85.48% to 93.67% in soil,
respectively, with all the relative standard deviations less than 3.05%. Limit of detection (LOD) and limit
of quantification (LOQ) were 3.5 �g L−1 and 11.0 �g L−1 in water and 4.0 �g kg−1 and 13.0 �g kg−1 in soil,

elope
nd de
ater and soil
on-ionic surfactant

respectively. Thus, we dev
approach for extraction a

. Introduction

Prometryne [2,4-bis(isopropylamino)-6-(methylthio)-s-tria-
ine], a selective herbicide of the s-triazine chemical family, has
een extensively used as a pre- or post-emergence controller of
nnual grasses and broadleaf weeds in modern agriculture. Based
n one classification scheme [1], the Koc value is within 311–614,
ndicating that Prometryne is expected to have moderate to low

obility in soil and may be adsorbed to solids and sediment
uspended in water. Prometryne is a ubiquitous environmental
ollutant in water and soil. It is frequently detected in groundwater,
urface water, and even breast milk [2,3]. It is not permitted to use
n Europe, but still widely used in China. Therefore, we have an
rgent need to assess the environmental risk of using Prometryne.
he environmental risk from any given herbicide is determined
y its toxicity to wildlife, its mobility and persistence in the
nvironment, and the time, frequency and rate of application. In
rder to evaluate all of these parameters, a sensitive and selective
nalytical method is required.

In fact, some extraction methods have been developed to extract
riazines from various samples, such as liquid–liquid extraction

LLE) [4], solid-phase extraction (SPE) [5–8], solid-phase micro-
xtraction (SPME) [9–11], supercritical fluid extraction (SFE) [12]
nd microwave-assisted extraction (MAE) [13–15] and so on. Unfor-
unately, some of these methods require a large sample volume or

∗ Corresponding author. Tel.: +86 25 84395374.
E-mail address: huixinli@njau.edu.cn (H. Li).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.026
d a method that has proven to be an efficient, green, rapid and inexpensive
termination of Prometryne from soil samples.

© 2009 Elsevier B.V. All rights reserved.

a lot of organic solvents and are time-consuming or expensive. In
particular, the traditional liquid–liquid extraction method exposes
health risk to analysts due to large amounts of toxic and volatile
organic solvents required. Therefore, a simple, rapid and less labor-
intensive extraction method is needed for environment and food
analysis. Recently, cloud-point extraction (CPE) is becoming partic-
ularly popular [16–21]. This method offers a convenient alternative
to conventional extraction systems. Compared to the traditional
liquid–liquid extraction, CPE requires a very small amount of rela-
tively nonflammable and nonvolatile surfactants that are friendly to
the environment. Another important merit is that there is no loss of
analytes because it is unnecessary to evaporate solvent. Under con-
ditions with appropriate temperature, concentration of surfactant
and equilibration time, the micellar aqueous solutions prepared
with non-ionic surfactants undergo phase separation above a
certain temperature known as cloud-point temperature. During
phase-separation process, these micellar vesicles will attract non-
polar analytes due to hydrophobic interactions and aggregate into
a surfactant-rich phase. The remaining is the aqueous phase con-
taining a diluted surfactant with an approximate concentration to
its critical micelle concentration (CMC) [22–25]. The hydropho-
bic analytes of the solution are extracted into the surfactant-rich
phase. Compared to the initial solution volume, the surfactant-rich
phase volume is negligible, thus a high enrichment factor can be

obtained [26–31]. Because of the very small volume fraction of the
surfactant-rich phase, the analytes can be highly concentrated. This
leads to an enhanced sensitivity of chromatographic analysis and
improved techniques for analysis and quantification of the ana-
lytes such as high-performance liquid chromatography (HPLC), gas
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hromatography (GC), capillary electrophoresis (CE) without fur-
her sample clean-up or evaporation steps. This methodology offers
he advantages of safety, low cost, concentrated solutes, easy dis-
osal of surfactant, low toxicity compared with classical organic
olvents, etc. [32]. The CPE methodology has recently been applied
o the extraction of a wide range of analytes from biological and
nvironmental media, including estrogens, vitamin A, vitamin E,
inds of proteins, as well as metal ions [33–38]. Taken together,
his indicates that CPE has great analytical potential as an effec-
ive enrichment method. However, reports about application of
his technique on how to extract Prometryne from water and other

atrix, especially from soil were limited.
In this paper, we report the quantification of Prometryne in

ater and soil samples by CPE using Triton X-114 as the surfac-
ant coupled with HPLC–UV and demonstrate the feasibility of CPE
n the studies of extraction and analysis of Prometryne from envi-
onmental media.

. Experimental

.1. Chemicals and reagents

Prometryne was obtained from Anhui Huaxing Chemical Indus-
ry Co., Ltd. (He County, Anhui Province, China). Stock solution
1 mg mL−1) was prepared by dissolving an appropriate amount of
his compound in methanol. Working solutions were prepared daily
y appropriate dilutions of the stock solution.

The non-ionic surfactant Triton X-100 and Triton X-114 were
urchased from Sigma (USA) and used without further purifica-
ion. Various concentrations (w/v) of aqueous surfactant solutions
ere prepared by dissolving appropriate amounts of surfactants in
istilled water. Sodium chloride (Shantou Xilong Chemical Factory,
uangdong, China) was prepared before experiment. Methanol was
btained from Hanbon Sci. & Tech. Co., Ltd. (Jiangsu, China). All
eagents were of HPLC or analytical reagent grade. All solutions
ere degassed with ultrasonication and filtered through a mem-
rane (0.45 �m) before use.

.2. Instrumentation

The HPLC system (Shimadzu, Tokyo, Japan) consists of a UV/VIS
etector (model SPD-20A), two pumps (model LC-20AT), a work-
tation (model HW-2000 solution), and a system controller (model
BM-20A/20Alite). The analytical separation was accomplished
sing a VP-ODS C18 column with size of 250 mm×4.6 mm and par-
icle 5 �m (Shimadzu, Tokyo, Japan), coupled with a column oven
nd a Shimadzu 5A 7725i injector. A personal computer equipped
ith an Agilent Chemstation program for LC systems was used to

cquire and process chromatographic data. Area under peak was
alculated as the analytical measure.

A thermostatic bath (HH-2, Guohua Medical Instrument Co., Ltd.,
hina), set at the desired temperature within ±1.0 ◦C, was used to

mplement cloud-point extraction.
High-speed centrifuge (model Eppendorf 5418, Germany) was

sed to accelerate the phase separation process.
An ultrasonic (KQ-250B) from Kunshan Ultrasonic Instrument

lant (Jiangsu, China) was used as degassing of mobile and homog-
nization of samples.

.3. Cloud-point extraction procedure
.3.1. Extraction from aqueous samples
For the extraction and preconcentration of Prometryne, 50 �L of

rometryne standard solution (20 mg L−1) were added to a 1.5 mL
apped centrifugal tube. To this were added 500 �L of aqueous solu-
ion of Triton X-114 at concentration of 1% (w/v), 350 �L distilled
(2009) 189–193

water and 100 �L 30% (w/v) sodium chloride solution. The contents
were mixed well with a Vortex Genie Mixture (WH-2, Shanghai
Huxi Instrumental Factory, China) for 1 min, and then incubated
in the thermostatic bath at 50 ◦C for 30 min. The phase separa-
tion was then accelerated by centrifugation at 4000 rpm for 5 min.
After the water phase was removed, a surfactant-rich phase stuck
to the bottom of the tube was obtained. Prometryne and most of the
surfactant were removed from the surfactant-rich phase by precip-
itation with 200 �L of methanol–water (90:10, v/v), vortex-mixed
and centrifuged at 16,000 rpm for 5 min. The upper layer solution
(20 �L) was injected into the HPLC system for analysis.

With the method above, water samples spiked with 0.4 mg L−1,
2.0 mg L−1, 10.0 mg L−1 of Prometryne, respectively, were used to
test the applicability of CPE method to water media.

2.3.2. Extraction from soil samples
Soil samples spiked with 0.4 mg kg−1, 2.0 mg kg−1, 10.0 mg kg−1

of Prometryne, respectively, were used to test the applicability
of CPE method to soil meida. Triton X-114 and Water (0.5:100,
w/v) mixture was used for extraction of Prometryne from soil. A
2.00±0.02 g sample was sonicated in the presence of 10 mL of the
mixture at 20 ◦C for 30 min. A portion of the liquid phase was trans-
ferred into a centrifugal vial through a paper filler. The residual
was re-extracted with another 10 mL of above mixture, and the
supernatant was isolated and mixed with the fraction obtained
from the first extraction. The surfactant-rich phase was separated
as described in Section 2.3.1 by adding 6.0 g of NaCl.

2.4. HPLC conditions

The separation and determination of Prometryne were carried
out by directly injecting the extracts in the LC–UV (DAD). The mobile
phase of methanol–water (90:10, v/v) was used. The flow rate was
set at 1.0 mL min−1. The column temperature was maintained at
30 ◦C and the injection volume was set to 20 �L. Prometryne was
recorded at the wavelength of 254 nm.

3. Results and discussion

3.1. Selection of surfactants

To ensure that the cloud-point extraction is processed at a
desired temperature, it is imperative to have detailed information
on clouding behaviors and cloud-point temperatures of surfactants.
The cloud points were determined mainly by visual observation of
the temperature at which the clear micellar solutions turn turbid
upon heating and the milky surfactant solutions lose their turbid-
ity upon cooling in a thermostatic bath. As a result, the measured
cloud-point temperatures were reproducible within 0.5 ◦C.

Fig. 1 shows the cloud-point curves of Triton X-100 and Triton
X-114 themselves in water without any additives with surfac-
tant concentration ranging from 0.25 to 10% (w/v). Below the
curve, there exists only one liquid phase, i.e. micellar phases, com-
monly denoted as L1 phase, whereas two coexisting liquid phases,
surfactant-rich micellar phase (i.e. concentrated L1 phase) and
water phase (W), are found in the region above the curve, both
of which represent typical clouding behaviors of non-ionic sur-
factants. Notably, these surfactants are commercial blends and
mixtures and it is quite common to find temperature deviation of
the cloud-point curves within 1 ◦C or so using surfactants manu-
factured in different batches.
Very often, the extracts, such as pesticides and biological prod-
ucts, may be sensitive to elevated temperature. Therefore, an
alternative method is developed to render the cloud points lower
enough, instead of heating up surfactant solutions, so as to facil-
itate the CPE processes at lower temperatures. Triton X-114 was
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ig. 1. Cloud-point temperature of non-ionic surfactants as a function of surfactant
oncentrations.

hosen as the CPE surfactant because of its appropriate cloud-point
emperature of 23–32 ◦C.

.2. HPLC chromatograms of the extracted Prometryne in soil
ample

Fig. 2 shows typical HPLC chromatograms of extracted and pre-
oncentrated Prometryne, Fig. 2a is the chromatogram of blank soil,
ig. 2b is the chromatogram of standard Prometryne without cloud-
oint extraction and Fig. 2c is the chromatogram of Prometryne
fter its cloud-point extraction from soil spiked with it. Compared
ith the conventional extraction [16], CPE has higher extraction

fficiency under the same experimental conditions. The precon-
entration effect of cloud-point extraction is clearly demonstrated
n Fig. 2b and c. Although Triton X-114 has low UV absorbance, as
hown in Fig. 2, it does not interfere with the determination of
rometryne.

.3. Optimization of the extraction process

Triton X-114 was chosen as the CPE surfactant for its low cloud-
oint temperature and low UV absorbance [17]. Several different
arameters that can influence the extraction efficiency were inves-
igated in our experiments using the absorbance from the spiked
amples of Prometryne at concentration of 2 �g mL−1 in water. Six
eplicates were performed to obtain a mean value.

.3.1. Effect of the concentration of surfactant
The theoretical preconcentration factor depends on the con-

entration of surfactant. For its low cloud-point temperature and
igh density, Triton X-114 was chosen as the extraction solvent, and
hase separation was facilitated by centrifugation [18]. The effect of
he concentration of surfactant was examined in our study and the
esult was shown in Fig. 3. Fig. 3 shows that when the concentra-
ion of surfactant in solution varies in the range 0.25–3.0% (w/v), the
ighest extraction efficiency is at 0.5%. In this experiment, when the
oncentration of surfactant is below 0.5%, the surfactant is always
oluble in the bulk solution and it is very difficult to separate it into
wo phases. Based on these results, 0.5% Triton X-114 was adopted
s the optimal amount to achieve best analytical signals and highest
xtraction efficiency.
.3.2. Effect of concentration of sodium chloride
The addition of salt to the solution can influence the extrac-

ion efficiency. For most non-ionic surfactant, the presence of salts
ay facilitate phase separation since they increases the density

f the aqueous phase [17]. Available electrolytes can also change
Fig. 2. HPLC–UV chromatograms: (a) blank soil, (b) standard, and (c) soil spiked
with Prometryne (10 �g mL−1). Peak no.: (1) Prometryne. HPLC conditions—mobile
phase: methanol–water (9:1) (v/v); injection volume: 20 �L; flow rate: 1 mL min−1;
wavelength: 254 nm.

the cloud-point temperatures of non-ionic surfactant (Fig. 4). The

relevant electrolytes are usually in high concentrations (exceeding
0.1 M) [19]. The salting-in and salting-out effects can be used to
interpret the electrolyte effects on the cloud points of non-ionic
surfactant [20]. To study the influence of the electrolyte, differ-
ent concentrations of sodium chloride, ranging from 0.5% to 6%
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Fig. 3. Effect of Triton X-114 concentration on the recovery. Other extraction
conditions—equilibrium temperature: 50 ◦C; equilibrium time: 30 min; concentra-
tion of sodium chloride solution: 3% (w/v).
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3.3.4. Effect of the equilibrium time
The influence of the extraction time on the ability of Triton

X-114 to extract Prometryne from water was examined in the
ig. 4. Effect of electrolytic additives on the cloud-point temperature of 1% (w/v)
urfactant solution.

w/v) were added to the solution. The results are in concordance
ith other studies [38,39]. The final surfactant-rich phase volume
as not noticeably influenced by the increased ionic strength [20].
hen the concentration is higher than 4% (w/v), the surfactant-

ich phase will be on the surface of the solution, which will make

t more difficult to separate the extraction solvent into two phases,
nd the accuracy and reproducibility probably were not satisfac-
ory. As shown in Fig. 5, the extraction effect is the best when the
oncentration is 3% (w/v).

ig. 5. Effect of salt concentration on the recovery. Other extraction
onditions—equilibrium temperature: 50 ◦C; equilibrium time: 30 min.
Fig. 6. Effect of the temperature on the extraction efficiency. Other extraction
conditions—equilibrium time: 30 min; concentration of sodium chloride: 3% (w/v).

3.3.3. Effect of the equilibrium temperature
When the cloud-point extraction was processed at equilibrium

temperature of the surfactant, the best extraction effect can be
achieved [25]. Thus, it is necessary to examine the effect of temper-
ature on cloud-point extraction. If the temperature is lower than
the cloud-point, two phases cannot be formed. Higher tempera-
ture leads to the decomposition of Prometryne. In order to employ
the lowest possible equilibrium temperature for the efficient sep-
aration of phases, the equilibrium temperature was examined.
Theoretically, the optimal equilibrium temperature of the extrac-
tion occurs when the equilibrium temperature is 15–20 ◦C greater
than the cloud-point temperature of surfactant [25]. So the influ-
ence of temperature on the extraction efficiency was studied in the
range of 30–60oC. When the temperature became higher (from 30
to 50 ◦C), the mean signal response increased from 394.70 mAU to
504.55 mAU. No significant increment in the signal was observed
for higher temperatures from 50 ◦C to 60 ◦C. Fig. 6 shows the effects
of equilibrium temperature on the extraction efficiency. Based on
these results, 50 ◦C was selected as the working equilibrium tem-
perature.
range between 5 min and 60 min (Fig. 7). Extraction time of less
than 15 min produced low signal responses. As shown in Fig. 7,

Fig. 7. Effect of the equilibration time on the extraction efficiency. Other extraction
conditions—equilibrium temperature: 50 ◦C; concentration of sodium chloride: 3%
(w/v).
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Table 1
Recovery, repeatability, reproducibility and R.S.D. of water and soil spiked Prometryne.

Environmental matrix Added (mg kg−1) Day 1 (n = 6) Day 2 (n = 6) CVR (%)

Found (mg kg−1) R.S.D. (%) Recovery (%) Found (mg kg−1) R.S.D. (%) Recovery (%)

Water 0.4 0.397 0.93 99.23 0.394 0.80 98.58 0.90
2 1.941 1.90 97.06 1.940 2.35 97.00 2.04

10 9.679 2.02 96.79 9.284 2.38 92.84 3.02

Soil 0.4 0.375 2.07 93.67 0.370 1.53 92.55 1.85
2 1.748 1.96 87.40 1.710 1.48 85.48 2.03
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[35] M. Du, W. Wu, N. Ercal, Y. Ma, J. Chromatogr. B 803 (2004) 321.
10 9.124 2.34

.S.D. represents means of per concentration level in each day; CVR represents mea

0 min extraction was enough to give the highest signal response;
herefore, extraction with a duration of 30 min was recommended.
n fact, the recovery values increased significantly from 5 min to
0 min. The slight decrease in the following 30 min, the weaken-

ng of signal response was achieved by the smaller phase volume
atio due to longer equilibrium time. This phenomenon was in
uite accordance with other reports [28], and was only significant
ithin the time range from 5 min to 30 min during this exper-

ment. The procedure was then accelerated by centrifugation at
000 rpm for 5 min, which was enough to get a complete phase
eparation.

On the other hand, the centrifugation parameters exhibited no
ignificant alterations in the signals obtained from the recovery of
rometryne; therefore, centrifugation for 5 min at 4000 rpm was
sed to separate the surfactant-rich phase from aqueous solution.

.4. Calibration and validation

The spiked standard samples at six different concentrations over
he range 0.016–10 �g mL−1 were prepared and analyzed in three
onsecutive analytical runs, with two groups for each run. Stan-
ard curves were constructed using weighted linear least square
egression analysis of the observed peak area ratios of Prometryne
gainst concentration. The mean regression equation for the cali-
ration curve was y = 28093x−959.09 with a correlation coefficient
bove 0.9990. Limits of detection (LOD) for Prometryne in water
nd in soil samples were found to be 3.5 �g L−1 and 4.0 �g L−1

S/N = 10), respectively; limits of quantification (LOQ) for Prome-
ryne in water and in soil samples were 11.0 �g L−1 and 13.0 �g L−1

S/N = 3), respectively. Quality control (QC) samples at three concen-
rations (0.4 �g mL−1, 2 �g mL−1 and 10 �g mL−1) were analyzed
o assess the recovery, repeatability and reproducibility of the
roposed method. Six replicates were analyzed in each of three
onsecutive analytical runs. The results are listed in Table 1, which
ndicate good analytical characteristics of this assay. The recov-
ry, repeatability and reproducibility varied from 85.48% to 99.23%,
rom 0.80% to 2.38% (R.S.D.) and from 0.90% to 3.02% (CVR), respec-
ively.

. Conclusions

In this study, a technique using CPE based on Triton X-114/NaCl
as successfully developed. Compared with traditional LLE, the
echnique is higher in extraction efficiency in one-stop extraction
nd more environment friendly. Coupled with HPLC–UV detector,
he method has been proved to be simple, rapid and reliable for
rometryne assay in water and soil samples, with a capability of
etermining Prometryne accurately down to 13 ng mL−1.

[

[
[
[

91.24 8.919 2.05 89.19 2.41

er concentration level in 12 times.
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a b s t r a c t

A simple and enantioselective method for the determination of menthone enantiomers in peppermint
essential oil samples is proposed. The method involves the initial supercritical fluid extraction (SFE) to
clean-up and extraction of analytes and their preconcentration on C18 adsorption cartridges followed by
achiral liquid chromatographic separation and direct circular dichroism (CD) detection. The calibration
vailable online 31 March 2009

eywords:
upercritical fluid extraction
C–CD
nisotropy factor (g factor)

curve of the anisotropy factor (g) versus the enantiomeric excess was linear, with a correlation coefficient
(R2) of 0.9970. The precision evaluated by UV peak area and CD peak area was suitable both in terms
of intra- and inter-day precision (RSD < 5.1% in all cases). The usefulness of the proposed method was
demonstrated by analyzing natural and spiked peppermint oil samples. This method has the advantages
of being rapid and precise without using an expensive chiral column. It was demonstrated to be suitable for
the simultaneous determination of both enantiomers and for assessing the chemical purity of menthone.
enthone

eppermint oil samples

. Introduction

Menthone is a chiral compound (Fig. 1) that is found in vari-
us volatile oils, such as pennyroyal, peppermint and geranium.
t is used in perfume and flavor compositions [1] and there are
eports that (−)-menthone has an analgesic effect, whereas (+)-
enthone lacks analgesic [2] and flavor [3] properties. Owing to the
ide range of applications of menthone in food and drug produc-

ion, the determination of enantiomeric excess (e.e.) is important
or quality control, pharmacological studies and the evaluation of
iosynthesis (in plants). Generally, the enantiomeric excess of chi-
al compounds is determined by liquid chromatography (LC) on
hiral stationary phases such as cellulose [4], amylose [5], protein
6], Pirkle-type [7] or cyclodextrin derivatives [8] using common
V detection. However, such columns are expensive and sam-
les require pre-treatment before LC analysis in order to eliminate
atrix materials (biofluids, foods). In gas chromatography (GC), the

esolution of menthol, isomenthone and menthone enantiomers
as already been achieved using a column with �-cyclodextrin as

he chiral stationary phase, but a quantitative study has yet to be
eported [9]. The alternative approach presented here involves the
se of an achiral stationary phase coupled with a circular dichro-

sm detector, which is specific for optically active compounds. The

∗ Corresponding author. Tel.: +34 926 295232; fax: +34 926 295318.
E-mail address: angel.rios@uclm.es (Á. Ríos).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.03.047
© 2009 Elsevier B.V. All rights reserved.

principle is based on the difference of absorbance between left and
right circularly polarized light for two enantiomers [10,11]. The CD
detector records simultaneously both the dichroic signal (�ε) and
absorbance (ε), and also measures the ratio of these two signals in
order to calculate the anisotropy factor (g factor = �ε/ε). The g fac-
tor was found to be proportional to the enantiomeric excess but
is independent of concentration [12]. Lorin et al. [13] and other
authors [14–17] have already demonstrated that this detector, cou-
pled with an achiral stationary phase, was suitable to determine
99.8–98% enantiomeric excess values (0.1–2% enantiomeric purity).
Nevertheless, a method has yet to be applied to the analysis of real
samples.

On the other hand, supercritical fluid extraction (SFE) is a rapid
preparation technique for use prior to the chromatographic analysis
of samples and this approach simplifies and facilitates automa-
tion of the preliminary operations in analytical processes [18].
The possibility of adjusting the solvent power of the supercritical
fluid (usually CO2) simply by changing the pressure and tempera-
ture makes SFE extremely selective and suitable for class-selective
extraction. In addition, the clean-up and preconcentrating effects
of the supercritical fluid extractant, which is gaseous under ambi-
ent conditions, result in increased sensitivity and allow the use of

smaller amount of samples.

In the work described here, we combined the advantages
of SFE for automatic sample treatment, RP-C18 for precon-
centration to achieve appropriate selectivity and sensitivity,
non-enantioselective LC for its separation capabilities and circular
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Fig. 1. Chemical structures of menthone enatiomers.

ichroism detection (CDD) for enantiomeric excess determination.
his system has been designed and tested for this particular appli-
ation and has the analytical potential to be expanded to include
ther methods involving samples with complex matrices.

. Experimental

.1. Reagents, standards and samples

Menthone isomers were supplied by Fluka with an enantiomeric
urity greater than 99% for the (−)-enantiomer and above 98.5%
or the (+)-enantiomer. Standard stock solutions were prepared in
cetonitrile (LC grade) supplied by Sigma–Aldrich. These solutions
ere stored at 4 ◦C. Working standard solutions were prepared on
daily basis by dilution of stocks in acetonitrile:water (25:75).

SFC-grade carbon dioxide (Air Liquide Products, Paris, France)
as used as the extraction fluid. Peppermint essential oil was
btained from a local herbalist’s shop.

A solid phase extraction column (1.0 ml, 200 mg, BondElut-C18)
rom Varian (Harbor City, CA, USA) was used to preconcentrate
upercritical extracts.

.2. Instruments, apparatus and chromatographic conditions

Supercritical fluid extraction was performed with a Jasco system
Easton, MD, USA) consisting of a PU-1580 CO2 delivery pump, a BP-
580-81 backpressure regulator and CO-2065 column oven as the
xtraction chamber.

The chromatographic system was a modular LC system consist-
ng of an LC quaternary pump (Waters), an Agilent LC analytical
olumn (model Sorbax SB-C18, 150 mm×4.6 mm i.d., 5 �m parti-
le size), a circular dichroism detector (JASCO CD-2095 PLUS) and a
heodyne injection valve (model 1050i, 20 �l). Data were acquired
nd the equipment controlled using BORWIN software, which was
un under Microsoft Windows XP on an IBM compatible personal
omputer. Elution was performed under isocratic conditions using
mobile phase containing a mixture of acetonitrile/water 60/40

v/v) at a flow rate of 0.8 ml min−1. The injection volume was 20 �l.
llipticity, UV absorption and g factor signals were monitored at a
avelength of 280 nm.

.3. Manifold, procedures and quantification strategy

The assembly used to combine SFE, preconcentration and LC–CD
s shown in Fig. 2. In the extraction step, CO2 was aspirated
rom a dip-tube cylinder at a constant flow rate of 2 ml min−1
liquid) by means of a PELTIER pump and passed through the
xtraction vessel. A homogenized mixture of 2 g of sample and
.5 g of diatomaceous earth was manually placed into a 10 ml
tainless steel extraction vessel accommodated in the extrac-
ion chamber. Intimate contact with the extracting supercritical
79 (2009) 284–288 285

fluid was allowed through the combination of static and dynamic
extraction steps. Thus, once the target pressure (20 MPa) and tem-
perature (70 ◦C) were reached, the sample was extracted in the
static mode for 5 min. Dynamic extraction was then performed
for 15 min, after which CO2 was passed through the sample. The
extracted menthone enantiomers were collected in the flask con-
taining 25 ml of acetonitrile/water (25/75) inserted behind the
programmable back-pressure regulator and maintained at 40 ◦C.
Thus, the 25 ml of extracts were preconcentrated in RP-C18 car-
tridges, eluted with 2 ml of acetonitrile and therefore injected into
the LC–CD system for the separation and quantification of men-
thone.

Firstly, the total concentration of menthone was determined
with direct calibration with menthone standards. Secondly, the lin-
earity of the calibration curves was estimated by plotting the g
factor versus the enantiomeric excess [16] in the −100 to +100%
e.e. ranges. Eutomer and distomer concentrations were adjusted in
order to obtain the concentration of menthone found in the sample
analyzed.

The g factor (�ε/ε) is the ratio of dichroic signal (�ε) and
absorbance (ε) and the enantiomeric excess is related to the excess
of one enantiomer compared to the other and is determined as
follows [13]:

e.e. R(%) =
(

[R]− [S])
[R]+ [S])

)
× 100

where [R] and [S] are the concentrations of the (S)- and (R)-
enantiomers, respectively.

3. Results and discussion

As shown in Fig. 3a, the two enantiomers have identical spectra
with the maximum absorption at 280 nm. In contrast, the CD spec-
tra of the two menthone enantiomers have the same magnitude
but have opposite sign.

The extraction procedure was designed and optimized to carry
out the clean-up and preconcentration of the sample. Subsequently,
the LC–CD method was developed for the separation and quan-
tification of the menthone enantiomeric excess in peppermint
essential oil samples. The mobile phase, which is composed of
acetonitrile/water [60/40 (v/v)], was selected for its good chro-
matographic performance and because coelution did not occur
between the menthone and contaminants present in extracts. UV-
and CD-chromatograms when either the (+)- or (−)-enantiomer
was injected onto the non-enantioselective column are shown in
Fig. 3b and c. The g factor was calculated at the retention time of
the analyte, as indicated previously.

3.1. Optimization of the extraction procedure

The extractability of menthone from test samples was studied
by the SFE technique in order to maximize recovery. Menthone
extracts in acetonitrile/water (25/75) were preconcentrated in
RP-C18 cartridges eluted with acetonitrile and quantified using
an LC–CD system. For this purpose, a mixture of 2 g of sample
and 0.5 g of diatomaceous earth was homogenised and inserted
in the extraction cell. Menthone was recovered at variable CO2
flow rates at four different extraction temperatures (50, 60, 70
and 80 ◦C) with 5 min of static extraction followed by 10 min
of dynamic extraction. Four isotherms were thus constructed at
CO2 flow rates in the range 1.0–2.0 ml min−1. The effects of the

supercritical-CO2 flow rates and extraction temperature on men-
thone recovery are represented in Fig. 4. As can be seen, the best
recoveries were achieved on using 2 ml min−1 at 70 ◦C. Increas-
ing the dynamic extraction time resulted in a substantial effect
on menthone recovery. For example, a dynamic extraction time
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ig. 2. Experimental set-up for the determination of (+)-menthone and (−)-menth
4 are pressure injection valves; and P1 is a high-pressure pump.
f 15 min increased the recovery from 85 to 95%. The addition
f a modifier – such as acetonitrile, methanol or acetone – into
he CO2 stream did not lead to an improvement in the extraction.
nce the optimum conditions for the extraction of menthone (viz.
ml min−1 at 70 ◦C, 5 min static extraction and 15 min dynamic

ig. 3. (a) CD spectra of (+)-menthone and (−)-menthone. (b) and (c) UV and CD chromatog
.d., 5 �m particle size; mobile phase: acetonitrile/water 60/40 (v/v); detector waveleng
nantiomer concentration: 100 �g ml−1.
peppermint essential oil samples. V1 and V2 are pressure selection valves; V3 and
extraction) were established, the menthone extracted from sam-
ples was collected in the flask containing 25 ml of acetonitrile/water
(25/75), preconcentrated in RP-C18, eluted with 2 ml of acetoni-
trile and quantified using an LC–CD system at a wavelength of
280 nm.

rams after injection of each enantiomer. Column: Sorbax SB-C18, 150 mm×4.6 mm
th: 280 nm; flow rate: 0.8 ml min−1; injection volume: 20 �l; temperature: 30 ◦C;
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Fig. 4. Influence of the supercritical-CO2 flow rates and extraction temperature on menthone recovery.

Table 1
Analytical characteristics of the method obtained for absorbance and dichroism signals (for details, see text).

Enantiomer Absorbance Dichroism

(−)-menthone (+)-menthone (−)-menthone (+)-menthone

Linear range (�g ml−1) 100–1000 100–1000 100–1000 100–1000
Y = aX + b (9958±141)X− (64,250±92,992) (9859±122)X− (109,507±80,928) (177±2)XX− (4646±1624) (171±2)XX− (1280±1631)
R2 0.9992 0.9994 0.9992 0.9992
Sy/x 1124,16 97,833 1963 1972
LOD (�g ml−1) 28 25 27 29
LOQ (�g ml−1) 93 82 92 96
R
R

a s; LOD
(
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concentration of menthone constant at the concentration found
in the sample. The linearity of the plot of g factor versus enan-
tiomeric excess levels distributed over the range from −100 up to
+100 is represented in Fig. 5 for a series of 16 e.e. levels: +100,
+80, +75, +50, +40, +25, +20, 0, −10, −25, −30, −50, −60, −75,
SD (%) (intra-day) 4.9 4.9
SD (%) (inter-day) 5.0 5.1

, slope; b, intercept; R, regression coefficient; Sy/x , standard deviation of residual
n = 11).

.2. Analytical features of the method and its application to the
etermination of menthone enantiomeric excess in selected
eppermint essential oil samples

The combination of non-enantioselective LC with SFE seemed to
e an excellent way to determine menthone enantiomeric excess

n peppermint essential oil samples. This approach would provide
he advantages of LC as well as the good sensitivity achieved after
FE treatment. Analytes were isolated from peppermint essential
il samples using supercritical fluid extraction followed by pre-
oncentration in RP-C18. Menthone enantiomers were retained in
he C18 material, eluted with acetonitrile and therefore injected
nto the chromatographic system for determination of menthone
nantiomeric excess in peppermint essential oil samples. A polar
ndcapped C18 column was used for the separation of menthone
rom other matrix materials present in the extract. A secondary

obile phase consisting of acetonitrile/water 60/40 (v/v) at a flow
ate of 0.8 ml min−1 was selected for the separation of menthone
rom contaminants within 20 min with excellent resolution. In an
ffort to investigate the linearity of the CD detector, calibration

urves were plotted as peak area versus concentration of each enan-
iomer. The tested concentrations were 100, 250, 500, 700, 900 and
000 �g ml−1.

The limit of detection (LOD) and quantification (LOQ), defined as
he concentrations of analytes giving a signal equivalent to the blank

able 2
etermination of enantiomeric excess of (−)-menthone in synthetic samples.

.e.(%) added e.e.(%) found Error (%)

80.00 +82.06 ± 2.34 +2.51
40.00 +39 ± 2.08 −2.44
60.00 −57.15 ± 2.13 −4.99
90.00 −89.76 ± 2.35 −0.27
75.00 70.98 ± 2.87 −5.60
3,5 3,5
3.9 4.1

, limit of detection; LOQ, limit of quantification, RSD, relative standard deviation

signal plus three and ten times its standard deviation respectively,
were calculated [19].

The corresponding regression equation and other characteristic
analytical parameters for the determination of these enantiomers
are shown in Table 1. The precision of the method, expressed as
RSD, for the determination of 500 �g ml−1 of each enantiomer, was
in all cases <5.1% (n = 11).

On the other hand, as described previously in the ‘manifold,
procedures and quantification strategy’ section, the linearity of the
calibration curves was estimated by plotting the g factor versus the
enantiomeric excess in the −100 to +100% e.e. range. Eutomer and
distomer concentrations were adjusted in order to keep the total
Fig. 5. Linearity of the anisotropy factor (g-factor) vs. the enantiomeric excess of the
(−)-menthone; total menthone concentration, 1000 �g ml−1.
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Fig. 6. Chromatogram for peppermint essential oil sample (sample S1) before (A)
and after (B) preconcentration step. Peak ‘m’ corresponds to menthone, whereas
peaks a, b, c and d were not identified in this work.

Table 3
Determination of enantiomeric excess of (−)-menthone in natural and fortified pep-
permint essential oil samples.

Samples Total conc. found/
prepareda (g/l)

e.e. added (%) e.e. found (%) Recovery (%)

S1 0.7 — +87 —
S1F1 0.7 +60 +62 103
S1F2 0.7 +30 +32 107
S1F3 0.7 0 +5 —
S1F4 0.7 −80 −79 99
S2 0.9 – +45 —
S2F1 0.9 +70 +73 104
S2F2 0.9 +34 +34 100
S
S

−
a
T
e

s
e
T
a
t

[
[

[
[
[
[

2F3 0.9 +50 +52 104
2F4 0.9 −20 −18 90

a Concentration prepared for determination of e.e.

90 and −100% from 1000 �g ml−1 of menthone. The maximum
nisotropy factor (g-factor) obtained for pure enantiomer was 0.017.
he regression was found to be linear over the whole enantiomeric
xcess range.

In order to check the validity of the method, different synthetic

amples (1000 �g ml−1 of menthone) were prepared using differ-
nt enantiomeric excess levels of the (−)-menthone enantiomer.
he results are reported in Table 2 and it can be seen that good
greement is obtained between added and found e.e. levels for this
ype of analytical system.

[
[
[
[

79 (2009) 284–288

Two selected peppermint essential oil samples (S1 and S2)
were chosen to demonstratie the real applicability of the proposed
method. Fig. 6 shows a typical chromatogram obtained for sample
S1 extracted with SFE before (Fig. 6A) and after (Fig. 6B) the C18
preconcentration step. As can be seen in this figure, the dichroism
signal did not appear in the supercritical extract (Fig. 6A), but was
detected after preconcentartion with C18 (Fig. 6B). Menthone was
detected and this compound is the prominent component in these
samples. The samples were then spiked at different e.e. levels of (−)-
menthone, while maintaining the total menthone concentration
found in these samples. The results obtained for the determina-
tion of e.e. of (−)-menthone are shown in Table 3. As can be seen
from the table, the spiked e.e. and the value determined are in good
agreement and high recoveries were achieved (90–107%).

4. Conclusion

This study demonstrates that the development of a method,
based on SFE-HPLC–CD detection, is of practical interest for the
determination of menthone enantiomers in peppermint essential
oil samples. A simple clean-up and effective preconcentration step
with C18 adsorption cartridges eliminates matrix effects due to con-
taminants from supercritical extracts. The proposed methodology
has the advantages of being rapid and precise and does not require
the use of expensive chiral columns. For the first time, an HPLC
method – with an achiral stationary phase and CD detection – has
been applied to natural samples and can replace the classical HPLC
approach (i.e. chiral stationary phase and UV detection).
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